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Transient Characteristics of a 
Centrifugal Pump During Starting 
Period 
A theoretical and experimental study has been made on the transient characteristics 
of a centrifugal pump during its rapid acceleration from standstill to final speed. 
Instantaneous rotatinal speed, flow-rate, and total pressure rise are measured for 
various start-up schemes. Theoretical calculations for the prediction of transient 
characteristics are developed and compared with the corresponding experimental 
results. As the results of this study, it becomes clear that the impulsive pressure and 
the lag in circulation formation around impeller vanes play predominant roles for 
the difference between dynamic and quasi-steady characteristics of turbopump 
during its starting period. 

Introduction 

Performance of a pump is usually expressed by curves, 
which describe the relation of total pressure rise, efficiency, 
and driving power to flow-rate at a constant rotational speed. 
By introducing nondimensional parameters such as flow 
coefficient 4> and total pressure rise coefficient \j/, the relation 
between flow-rate and total pressure rise at any rotational 
speed can be reduced into a unique relation between 4> and ^ 
independent of rotational speed. This relation expresses the 
performance of a pump under steady and cavitation-free 
operating condition in the most general form, and is called 
hereafter steady-state characteristics. 

Numerous studies have been done on the steady-state 
characteristics of turbopumps. At present we have almost 
reached a point where steady-state characteristics can be 
predicted by available data with sufficient accuracy. 

On the contrary, little is known about the characteristics 
when turbopumps operate under unsteady conditions. In this 
case rotational speed and/or flow-rate of a pump changes 
with time according to the nature of the unsteadiness. The 
characteristics of a pump under such unsteady conditions 
have usually been thought to follow along its steady-state 
characteristics curves [1]. This assumption is called hereafter 
quasi-steady change. In the case of low frequency or slow 
change of operational condition, such assumption is ob­
viously acceptable. 

When the changing rate of the operational point exceeds a 
certain limit, however, the pump cannot respond quickly 
enough to follow along its steady-state characteristics curves, 
thus resulting in a considerable change in the actual 
characteristics curve. One typical example of such unsteady 
operation is surging. The flow-rate of a surging pump 
oscillates periodically, while the fluctuation of rotational 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Winter Annual Meeting, 
Washington, D.C., November 15-20, 1981. Manuscript received by the Fluids 
Engineering Division, December 4, 1980. Paper No. 81-WA/FE-16. 

speed is negligible small. One of the authors has idealized this 
case and studied the dynamic relationship between </> and \p 
when the flow-rate changes sinusoidally around its mean 
value at a constant rotational speed [2]. This study has 
revealed the nature of the frequency response of the total 
pressure rise (pumping action) to the fluctuating flow-rate and 
has shown how the dynamic characteristics deviate from the 
ones at steady-state as the fluctuation frequency increases. 

Another interesting example of unsteady operation is found 
during the starting period of a pump. The rotational speed is 
accelerated rapidly from standstill to its final speed, while 
flow-rate and total pressure rise are boosted accordingly. 
From the viewpoint of theoretical treatment, this case offers 
far more difficulty than the previous case, because both 
rotational speed and flow-rate are variable and also because 
the linearization of the problem is fundamentally impossible. 

Fang [3], and Miyashiro and Takada [4] discussed the axial 
hydraulic thrust caused by the starting of a pump. Their 
interests are, however, not in the deviation of the charac­
teristics from quasi-steady change, but purely in thrust 
problems. Studies on transient characteristics during start-up 
have not been reported to data except the one by the present 
authors [5], in which the deviation of characteristics from 
quasi-steady change was pointed out, but no clear explanation 
was given for the observed phenomena. 

The aim of this study is to try to explain the nature of 
pumping action during starting transients. In order to find the 
critical acceleration rate beyond which the assumption of 
quasi-steady change becomes unacceptable, the tests are 
conducted up to very rapid acceleration rate, which hardly 
occurs in practice. Such extreme test conditions result in clear 
difference between dynamic and quasi-steady change and help 
understand the mechanism of transient phenomena. Another 
aim is to establish the method by which the transient 
characteristics of turbopump during starting period can be 
predicted theoretically. The present analysis is limited to the 
case of cavitation-free, incompressible, and inviscid flow. 

6/Vol. 104, MARCH 1982 Transactions of the ASME 
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Fig. 1 Schematic view of test setup and instrumentation system 

Table 1 Specifications of test pump 
Suction diameter 
Discharge diameter 
Rating: 

Impeller: 

Flow-rate 
Total head rise 
Rotational speed 
Outer Diameter 
Outer passage width 
Outlet vane angle 
Number of vanes 

50 mm 
40 mm 
0.2m3 /min 
30 m 
2950 rpm 
166 mm 
4.2 mm 
26 deg 
5 

Experiment 

Test Equipment and Method. A single stage, volute type 
centrifugal pump is used for the experiment and its principal 
specifications are summarised in Table 1. The arrangement of 
test setup and instrumentation system is illustrated 
schematically in Fig. 1. 

The inlet pipe from the reservoir to the suction flange of the 
pump is 250 mm in length and 50 mm in inner diameter. The 
inner diameter of the discharge line is 40 mm except for the 
part of the electro-magnetic flowmeter where the inner 
diameter measures 25 mm. From the standpoint of inertia 
resistance, the length of the discharge line is equivalent to 4.5 
m. 

The test pump is driven by a 2-pole 7.5 kW induction motor 
through an electro-magnetic clutch, which connects or 
disconnects both shafts depending on the exciting current on 
the magnet coil. 

To achieve the desired acceleration rate of the rotational 
speed, various methods are adopted. The highest acceleration 
can be obtained by the activation of the electro-magnetic 
clutch, which connects the pump shaft in standstill with the 
motor in idling. The acceleration rate can be adjusted to some 
extent by controlling the exciting current to the magnet coil, in 
other words, by limiting the maximum transmission torque of 
the clutch. 

Slow acceleration is obtained by the usual starting method 
of the induction motor. The magnetic clutch is kept in the 
connected position and the motor accelerates the pump 
directly by its starting torque. The acceleration rate in this 
case can be adjusted by selecting either the delta or star 
connection and by controlling the line voltage to the motor. 

The flow-rate is measured by an electro-magnetic 
flowmeter installed in the discharge line. Although DC ex­
citation of the magnet is advantageous to measuring the 
rapidly changing flow-rate, we have adopted 50 Hz AC ex­
citation mainly to avoid severe drift problems encountered in 
the DC excited flowmeter. The turbine flowmeter installed on 
the discharge line is used to measure the final flow-rate after 
the starting transient, and is used also for the calibration of 
the electo-magnetic flowmeter. 

The suction and discharge pressure are measured by semi­
conductor type pressure transducers, which are installed 
directly on the pressure taps in order to prevent the decrease 
of natural frequency in the pressure measurement system. 

The rotational speed of the pump shaft is detected by the 
pulse signals (60 pulses a revolution), which are fed to a 
frequency-analogue converter for the recording. Besides this 
the output of the photosensor is amplified and recorded 
directly on the oscillograph. This serves to find out the exact 
moment when the pump begins to rotate, and also to detect 
the angular displacement of the shaft in the period im­
mediately after starting. 

In order to avoid cavitation during the starting transient, 
special precautions have been taken. Water is supplied to the 
suction port from a large reservoir with a water level of 1 m 
above the pump center through a short inlet pipe. 

Before starting each test, the pump and piping loop are 
completely filled with water. The discharge valve is so ad­
justed that the final flow-rate coincides with the desired value. 
The valve setting is not changed during the starting period. 

Presentation of Data. The first step involves measuring the 
steady-state performances at various rotational speed. The 
results are reduced to a non-dimensional characteristics 
curve, which is independent of the rotational speed. This 
steady-state characteristics curve is used as a standard, to 
which all measured transient characteristics are referred for 
comparison. 

Starting tests have been conducted for various com­
binations of the two parameters, i.e. discharge valve setting 
and acceleration rate of rotational speed A7,-. Since final flow-
rate Qf after starting is determined by the valve setting only, 
the opening degree of the valve is expressed indirectly by the 
ratio of Q/ to the rating flow-rate Qr (0.2 mVmin). Ac­
celeration rate dNj/dt is not constant for the entire starting 
period. It is, therefore, difficult to express this complicated 
acceleration history by a simple parameter. In this study, we 
introduce a nominal acceleration time Tna, which is defined as 
the acceleration time of the pump shaft from standstill to 63.2 
percent of its final rotational speed Nj-. 

From the data recorded on the oscillograph, instantaneous 
flow-rate 2 , (0 > total pressure difference between discharge 
and suction port Pj(t), and rotational speed N,(t) are read 
out as the function of time / after the start. 

Now, we will consider the total pressure rise achieved by the 
pump, P(t), during the starting period. In the case of un­
steady flow-rate, it is necessary to differentiate the total 
pressure rise of the pump, P(t), from the indicated total 
pressure difference between the suction port and the discharge 
of the pump, Pj(t). The total pressure difference is, of 
course, generated mainly by the pumping action itself. 
However, it is also affected by the inertia of the water con­
tained in the pump casing. Hence, the true total pressure rise 
P(t) is obtained by subtracting the apparent static pressure 
difference pc(t) due to the inertia from the indicated total 
pressure difference P, (t), as the following equation shows: 

P(t)=Pdt)-pc(t) 
= Pi(t) + (pLeq/A0){dQi{t)/dt} (1) 

where the pump is represented by a straight pipe with cross 
sectional area^40

 ar>d length Leq. 
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Fig. 2 Time histories of Nh Qt and Hp for Case 1. Uncertainty: Ni/Nf 

±3.0percent, Qj/Qf ±3.5percent, Hp/Hp(oo) ±3.5 percent(10:1 odds). 

There are several methods to estimate the equivalent pipe 
length Leq of a turbopump [6]. In the present study, the 
passage area A (s) of the pump is estimated by use of 
drawings, and the equivalent pipe length is calculated by the 
equation 

' L=o A0/A(s)]ds (2) 

where i1 is the distance measured from the suction port, and L 
is the total path length. 

The instantaneous flow coefficient <j>t and the instantaneous 
total pressure rise coefficient fa- are defined as follows: 

\ (3) 
fa(t)=P(t)/\pu2(t)

2/2) J 
where d2 and b2 the outer diameter and passage width of the 
impeller, respectively, and u2(t) = ird2Ni(t) is the in­
stantaneous peripherial speed of the impeller. 

Test Results. All of the test data are processed as explained 
above. Due to limited space available in this paper, results will 
be shown only for two representative cases listed in Tabe. 2. 

Figure 2 shows a sample of the time histories of the 
rotational speed Nh flow-rate Q, and total head rise Hp = 
P/(pg) during starting transient for Case 1 in which the pump 
is started with the highest attainable acceleration rate by 
clutch-on starting method. As seen from the figure, the flow-
rate as well as the total head rise increases as rotational speed 
increases, and they finally approach the steady-state values. 
In this test, flow-rate reaches the steady-state value im­
mediately after rotational speed reaches the final value. This 
is due to the small inertia effect of the water contained in the 
piping of the relatively short test loop. 

Time histories of fa, fa-, and N,- in Case 1 are shown in Fig. 
3. Flow coefficient $,• starts from zero and approaches its 
final value fa, while total pressure rise coefficient i/<; starts 
from very large value and approaches its final level fa. 

Figure 4(d) and (b) indicate the locus along which the 
coordinates of </>,• and fa- move during the starting transient 
for Case 1 and 2, respectively. The time sequence is written on 
the locus as a parameter and the point corresponding to the 
nominal acceleration time is marked by a large circle. These 
loci represent the characteristics curves during the starting 
period and should be compared with the steady-state 
characteristics drawn by dash line. As can be seen clearly from 
these figures, the deviation of transient characteristics is 
essential. 

Case No. 

1 
2 

Table 2 
Nf[rpm] 

2950 
2932 

List of test condition 
Tna[s] Qf/Qr Starting method 

0.12 1.04 clutch-on 
0.68 1.03 direct 
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Fig. 3 Time histories of Nh <j>j and ^/ for Case 1. Uncertainty: Nj/Nf 

± 3.0 percent, ^ /^ j ±5.5percent, ^ y / ^ ±5.5percent (10:1 odds). 

Here we classify these starting transients into four stages, 
i.e. A, B, C, and D as indicated in Fig. 4(a). At the very 
beginning of the starting period, stage A, the total pressure 
rise coefficient fa- is greater than the quasi-steady value fa at 
the same instantaneous flow coefficient <£,. This tendency is 
mainly caused by the effect of the impulsive pressure dif­
ference between the inlet and exit ports of the impeller as 
supported by the numerical calculations described in the 
analysis. In addition to this effect, boundary layers are still 
very thin, and the whole flow behaves like the potential flow 
without separation and losses. Therefore, it also leads to a 
greater value for fa than the steady-state value fa. 

The next stage B appears near the point of / = Tm only in 
the case of the clutch-on start. In this stage the tendency of 
decreasing fa- is suspended once and fa- shows even slight 
increases. This is attributed to the sudden change in the ac­
celeration rate d Nj/dt near the instant of t = Tna in the case 
of clutch-on start. 

In stage C, fa is always smaller than fa. This reason might 
be attributed largely to the lag in circulation growth around 
the impeller vanes. As presented later this lag can be fun­
damentally calculated by the potential flow theory. 

In the last acceleration stage D, fa- exceeds \ps again. Since 
this stage is still in an acceleration period, the boundary layers 
are kept thin and are yet resistive to separation. This can be 
the reason of the above overshoot of i/-, compared to the 
quasi-steady value. 

Analysis 

Modeling of Flow. The aim of this analysis is to establish 
calculating method for the time histories of the flow-rate and 
total pressure rise when the increase of the rotational speed is 
given as a function of time. Among many assumptions 
necessary for the analysis, it is first assumed that the transient 
characteristics of a pump can be determined by solving the 
unsteady flow on a representative stream surface, i.e., mean 
stream surface. 

In a centrifugal impeller, which is our main concern, the 
impeller blades on the stream surface constitute a rotating 
circular cascade. As is well known, the unsteady flow analysis 
of rotating circular cascade requires impractical mathematical 
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complexity and these circumstances lead to the second 
assumption that the characteristics of a rotating circular 
cascade is approximately replaced by those of an equivalent 
linear cascade, whose geometries are obtained by conformal 
transformation of original cascade, as shown in Fig. 5. In the 
following sections, therefore, unsteady flow analysis is made 
only for two-dimensional linear cascade. 

The pressure rise of guide vane or diffuser, which follows 
the impeller, is assumed simply to be quasi-steady. Therefore, 
the total pressure rise per a stage of a pump can be determined 
as the sum of the increase in both static and dynamic pressure 
at the outlet edge of the rotor. 

It is assumed also that flow is incompressible, cavitation-
free and invisicid, and inlet flow to the impeller has no pre­
station and is axisymmetric. 

Inlet Flow Condition. In the present analysis the unsteady 
relative inlet flow Wx is obtained as the vector sum of the 
axial velocity Va(t) and the peripheral speed Vr(t). 
Therefore, it is instantaneously uniform in the region 
preceding the cascade, and varies only with respect to time t, 
Wx (t). This is "in phase" inlet unsteadiness. 

2 P 
Centrifugal Pump 

Simplif ied 

W 2 ^ * 

\ Va* 

\ N̂ 

1-

li 

> 
Equivalent 
Two-Dimensional c •*. • • 
Linear Cascade E x i t L l n e f r o m Cascade 

Fig. 5 Flow model In a centrifugal pump 

Fig. 6 Model of an airfoil cascade 

The flow around the moving cascade will be discussed with 
respect to the relative coordinate system £, r\ fixed to the 
cascade, as shown in Fig. 6. Relative inlet velocity Wx is then 
divided into f— and i\— components, U{ and Vu respec­
tively, and they are expressed by 

Ut =FrsinX+K0cosX ") 
\ (4) 

K, = KrcosX- K0sinX J 

Vorticity Distribution. The configuration of the cascade 
used in the present theory is shown in Fig. 6. It is a staggered 
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cascade of thin airfoil with a chord length c, stagger angle X, 
spacing s, and camber distribution y,. Since only in phase 
unsteadiness is considered, each airfoil can be represented by 
an identical bound vortex sheet y(/, t). According to the 
change in circulation, each airfoil sheds vortices into 
downstream and they form a vortex sheet of strength e(lw,t). 
This vortex sheet is assumed to be convected parallel to the 
chord line of the airfoil with instantaneous velocity Ux (t). 
The shed vortex sheet from the zeroth blade extends in the 
present approximation on £-axis from £ = c t o £ = c + JoL^ 
( T)CIT. All other vortex sheets have the same extention. 

The boundary condition on airfoil requires that the total 
induced velocity normal to the blade surface should be zero. 
This condition is expressed by the following integral equation 
for unknown vorticity y(l, t), in which the velocity induced 
by shed vortices is rewritten in the manner similar to reference 
[7]: 

Vdt) + \e
oyU,t)[g(Z,ri,l) -gtt,ri,c)}dl+\'oreVi) 

x{-^-s(^v,c+\'i U](T)dtydtl -(dy/Zd^Utit) 

+[0 7(/,o \m,v,n -m.r\,c) )di+ j o ' rc(/,) 

«>3 

4M^'c+^Ui(T)dT^=0 

where, f(f)J) = - {eiKK(A) + e~ixK(A) 1/(4x9), 

g(£,r,,l) = ~i{eixK(A) -e-*K(A) ) / (4w) , 

K{A) = x cot(irA), 

(5) 

A = 

A = 

-ie-^[^-t-i(v-yi))/s-

-i e _ / x ( £ - / - / ri)/s 

ieiX{H-l + i(r1-yl)}/s 

i eiK(£-I+i 7))/s 

(0<l^c) 

( O l / l c ) 

a n d r c ( ? , ) = yd,ti)dl (6) 

In order to eliminate the errors associated with the 
numerical calculations of equation (5), the integration with 
respect to time t\ is directly carried out by assuming r c (/,) to 
be linear for a small interval A/. For example, the third term 
of left side of equation (5) is then expressed as 

« - ' r (" 
£ [ r ( ( / / )+r [ ( ( w ) |WUc+ ux(T)dT) 
( = 0 ^ J ' < ' + 1 

-g(^l?,C + j ' C/,(T)^T)] / 2 

where,/; < tt < ti+i, At = ti+l - th t0 = 0, tM = t, and 
Tc (/,) is known except for Tc (tM) = r c (/) • 

For the numerical calculation with respect to space / by use 
of trapezoidal rule, a transformation to new independent 
variable 6 and 9 is made 

/=(c /2) ( l -cos0) , (O<0<TT) 

£ = ( c / 2 ) ( l - c o s 9 ) , ( 0 < 9 < 7 T 

Then bound vortices can be specified at (n + 1) points 

0 = ( £ - 1 ) I T / / J (k=\,2, ,n + \) 

The value of y for k = n + 1, that is at the trailing edge, is 

r>° 
^8? 

+ 
- V„tanAc 

+ 

w 
V2(X,Y,t) 

Through Flow 

Fig. 7 
Ver t i ca l Flow 

Construction of flow 

VatanAo - Vr 

Induced Flow 

field 

from Cascade 

Fig. 8 Control surface for considering pressure rise through cascade 

unnecessary since in the integration it is always multiplied by 
sin 8 = 0. The n values of 7 can be determined so as to satisfy 
equation (5) at n points only, and these points are chosen so as 
to be allocated midway between the points at which bound 
vortices are specified. 

Q = {2k-\)ir/2n (fc=l,2, ,«) 

In this manner, equation (5) yields n simultaneous equation 
for the n unknowns, 7 (/, t). 

Pressure Rise. For a given peripheral speed of the rotor 
cascade Vr, the static pressure difference between inlet and 
outlet of rotor can be calculated by the following unsteady 
Bernoulli's equation with respect to the moving relative 
system [8] 

{d$/dt) + W2/2-Vr
2/2+p/p=F(t) (7) 

where d$/dr: time rate of change of velocity potential of 
absolute velocity at fixed station in the relative system, W: 
relative velocity, p: static pressure, p: density, F(t): arbitrary 
function to fit initial condition. 

To calculate the impulsive pressure term p(d$/dt) in 
equation (7), the flow field represented by $ is here divided 
into three basic parts, $ ) , $2, and $ 3 , as shown in Fig. 7. The 
$1 represents the through flow in which the circulation 
around airfoil does not change, $2 the vertical translatory 
flow of which velocity is - Va tan Xo (X0: zero-lift angle), and 
$ 3 the flow induced by vortices on airfoils as well as in wakes. 
As can be seen easily, the flow represented by ($[ + $ 2 ) l s n ° t 
concerned with the change in circulation around airfoils of 
cascade. Therefore, the contribution of *! and $2

 t 0 the 
impulsive pressure term can be omitted from our interest. 

The effect of $ 3 on the impulsive pressure term is calculated 
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using the control surface shown in Fig. 8, where the line in­
tegration of complex potential w3 = $ 3 + / • ^ 3 along a 
closed curve C becomes 

/.5(*32-*3|) + 2f lrc(o-Jo
Cz,7(/.0 dl 

-j;™*3+j>^3=o 

where ZD = c (cos X + /-sin X), Zt = /(cos X + /-sin X), and 
t>3 means velocity potential defined by 

* ,(^.0 = 1, $3(X,Y,t)dY/s 

The consideration of the imaginary part in the above equation 
gives the following impulsive pressure difference between inlet 
and outlet of rotor cascade: 

p ( ( 3 * / 9 0 i - ( 9 * / 9 0 2 ) 

--(p sin \/s) • — [cTc ( 0 - j j /7(/,/)tf/] 

Using the above equation and equation (7) after introducing 
the mean induced velocity on outlet edge of rotor, v2(t) = 
Tc (t) /s, we obtain the increase of static pressure at the outlet 
edge of rotor as follow: 

p2-p^lpVc(t)/(.2s)}[2Vr(t)-lTc(t)/s\] 

+ (p sin \/s) • — [cTc (t) - j j ly(l,t)dl^ (8) 

Since our analysis is limited to the case in which inlet flow to 
rotor has no prerotation, the increase of dynamic pressure at 
the outlet is given by 

Apd = pv2(t)
2/2 = (p/2){rAt)/s}2 (9) 

Thus total pressure rise per a stage of a pump, P(t), is given 
as the sum of equation (8) and equation (9), and becomes 

^i(t)=P(t)/{(p/2)Vr
2} 

= \2Tc(t) }/[s Vr(t)} + ( 2 p sin \/s) 

x^\crc(t)-\
c
ohU,t)di}/vr V)2 (10) 

Numerical Calculation. Before going into the numerical 
calculations, the equation for determining the instantaneous 
flow-rate Q, (/) must be derived. The piping is supposed to be 
filled with water before each starting. Assuming that the 
pump delivers no elevation head, the total pressure rise 
generated by pumping, P(t), balances with the pressure loss 
in the piping system, p/(t), and the apparent pressure dif­
ference pc (t) caused by the inertia of the water contained in 
the pipe: 

P(t)-p,(t)+pc(t)=0 

that is, 

(pleg/A0)ldQi(t)/dt}+(pt/2)lQi(t)/Ac --P(t) 

pleqldVa(t)/dt}+(p^/2)Va(t)
2^P(t) (11) 

where, A0: nominal flow area, leq: equivalent pipe length 
referred to area A0, and f : pressure loss coefficient which is 
determined by using equation (11) at the final operating 
condition. 

r=^//4>/2 (12) 
Table 3 shows the input data in the calculation of transient 

characteristics. As a start-up condition, the instantaneous 
rotational speed TV, (/) is assumed to follow 

7 V , ( 0 = N / | l - e x p ( - / / r „ a ) } (13) 

where the final speed Nf and nominal acceleration time Tm 

are the given parameters. 
The numerical procedure is presented in Fig. 9. Starting 

from t = 0, equation (11) is computed to obtain Va as a 
function of / by application of Euler's method [9], which is 
explicit and requires no additional starting values. Under the 
unsteady inlet condition expressed by equation (4) the cir­
culation Fc is subsequently computed by the method men­
tioned previously. Finally total pressure rise by pumping is 
determined by equation (10). This procedure is repeated step 
by step in time till the steady-state condition is satisfied. 

Table 3 Input data in the numerical calculations 

Number of rotor vanes 
Equivalent two-dimensional 
linear cascade: 

Solidity 
Stagger angle 

Pipe line: 
Nondimensional equivalent 

pipe length 
Pump starting condition: 

Final flow coefficient 
Final total pressure 

rise coefficient 
Final rotational speed 
Nominal acceleration time 

NH 

'eq \ ~~ 'eq < f m ) 

<t>/ 

N, 

Similarity Rule. Let us compare the transient phenomena in 
pumping systems with geometrically similar pump and 
pipings. Once we fix the following seven parameters, that is, 
the representative length of the pump, rm, total length of the 
piping, leq, density and viscosity coefficient of the fluid, p and 
JX, final rotational speed, Nf, final flow-rate, Qf, and nominal 
acceleration time, Tlm\ a unique experimental condition can 
be established, under which a specific transient phenomenon 
takes place. 

According to the theory of dimensional analysis, the above 
seven physical quantities can be reduced to four independent 
non-dimensional parameters, i.e., normalized piping length 
leq/rm, Reynolds number Nfd

2/(fi/p), normalized flow-rate 
Qf/(Nfd

3) <x Qf/Qr and a newly introduced dimensionless 
number NfTm. The latter two parameters can be controlled in 
the experiment by adjusting the opening of delivery valve and 
the acceleration rate of rotational speed. The influence of 
Reynolds number on transient characteristics is omitted from 
the present study. 

NfTm is the most important parameter for the transient 
characteristics of a rotating impeller. As can be easily proved, 
NfTm is proportional to the total number of revolutions 
necessary to accelerate the impeller from standstill up to final 
speed Nf. When NfTm is small, the transient ends up with 
relatively small angular displacement of the impeller. 

As a simple analogy we consider the lift response of an 
airfoil to a gust with ramped zone. From unsteady airfoil 
theory [10] it is obvious that the shorter the extent of the 
ramped zone relative to the airfoil chord, the larger the effect 
of unsteadiness, and thus the more the deviation of transient 
lift from the quasi-steady one. 

An analogous conclusion can be also reduced to an ac­
celerating impeller when we read NfTm for relative extent of 
the ramped zone. Smaller NfT„„ means, in this case, a 
stronger unsteadiness and a larger deviation of the transient 
characteristics from the quasi-steady ones. 

Comparison Between Theory and Experiment 

Figure 10 indicates the calculated and measured loci, along 
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Fig. 9 Calculating procedure 

which the coordinates of </>, and i/>,- move during starting 
transient for Case 1 and 2. Time sequence as well as the point 
corresponding to nominal acceleration time T„a are written in 
these figures in the same manner as in Fig. 4. The measured 
steady-state characteristics curve and the calculated one by 
use of singularity method [11] are indicated by a dot-dash-line 
and a two-dot-dash-line, respectively. 

Calculated total pressure rise coefficient i/-,- is here split into 
two parts, as shown in Fig. 10. One is the part contributed by 
the relative and absolute velocity difference between inlet and 
outlet of rotor, which is expressed by the first term in the right 
side of equation (10). This part of pressure rise cannot exceed 
quasi-steady value ^ but approaches ^ asymptotically. This 
is due to the fact that the circulation around airfoil cannot 
respond to the rapid change in the circumferential condition, 
i.e., the lag in the circulation formation. 

The other is the part contributed by the impulsive pressure 
difference between inlet and outlet of rotor, which is ex­
pressed by the second term in the right side of equation (10). 
This part of pressure rise is remarkable in the first half of the 
starting period, but decreases with time and approaches zero 
asymptotically. 

As seen clearly from these figures, the dynamic relationship 
between </>, and ,̂- is determined by these two unsteady effects, 
i.e., the lag of circulation growth and the impulsive pressure 
difference. They have, however, an inverse tendency of 
deviation from a quasi-steady change. 

At the very beginning of the start, stage A in Fig. 4(a), 1/7 is 
greater than \ps since the impulsive pressure difference is 
greater than the lag of circulation formation as seen clearly in 
these figures. Conversely, the lag of circulation formation 
plays a predominant role in stage C where \pj is smaller than 
\ps. In the calculated result for Case I, stage C was not seen. 

2.0 

1.0 -

0-5 

\ t/Tna=0.4 

Calculated 

^ ^ 
** 

• 

/ 
/ 
/ 
/ 
/ 

- i / 

Developed by 
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\ 0 . 8 
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-
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Fig. 10 Comparison between experimental and calculated dynamic 
characteristics curves during starting period. Experimental un­
certainty:^,/^ ± 5.5 percent, ̂ (/^f ±5.5 percent (10:1 odds). 
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Fig. 11 Comparison between experimental and calculated time 
histories of ;/•,• and ^,* for Case 1. Experimental uncertainty: V ±5.5 
percent, 4>i' ± 5.5 percent (10:1 odds). 

This is due to the overestimation of axial velocity which 
causes the overestimation of the impulsive pressure dif­
ference. 

In the experimental results, another feature, i.e., stage D in 
Fig. 4(a), is found in the last half of acceleration. In this 
period, \j/j becomes greater than \ps again. The primary reason 
seems to be the lag of boundary layer growth around the 
impeller vanes which is not considered in the present theory. 

From the comparison between Fig. 10(a) and (b), it is also 
found that the effect of unsteadiness on the pump charac­
teristics decreases with increased Tna so that the period on the 
quasi-steady characteristics curve becomes longer. 

Figure 11 shows the time histories of <p;* = 4>il4>f and \p* 
= \//j/\pf for Case 1. The calculated <£,* approaches the final 
value more quickly than the measured one, since the 
calculated pressure rise is greater than the measured one and 
this results leads to a faster acceleration of the water con­
tained in the pipe line. 

Since the analysis was conducted on the basis of inviscid 
flow, i.e. 100 percent efficiency, the quantitative agreement 
between theory and experiment is poor. However, the 
calculated results agree qualitatively with the measured ones 
and offer a basis of explaining transient characteristics during 
the starting period. 

Conclusion 

The performance of a centrifugal pump during the rapid 

acceleration of the rotational speed was studied ex­
perimentally and theoretically. When the pump is started 
quickly, the dynamic relationship between flow coefficient 
and total pressure rise coefficient does not always coincide 
with the one obtained for a steady state operation. 

The results of the numerical calculations were compared 
with the experiments and the following conclusions were 
found: 

(1) At the very beginning of the start, the total pressure rise 
coefficient tends to become larger than the quasi-steady value. 
The impulsive pressure difference is the primary reason of this 
characteristics. 

(2) There is the period in which the total pressure rise 
coefficient tends to be smaller than the quasi-steady value. 
This is due to the lag of circulation growth around the im­
peller vanes. 

In addition to the above results, nondimensional parameter 
N/Tna was introduced as the parameter which is determinant 
for the transient characteristics of a pump during the starting 
period. 
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D I S C U S S I O N 

R. E. Henderson l 

The authors are to be commended for addressing the very 
significant and practical problem of the transient operating 
characteristics of a centrifugal pump. The experimental 
approach to this problem and the measured transient 
operating characteristics which are presented will serve as a 
guide to other investigations concerned with this problem. 

The major question raised by this paper is the application 
of an unsteady, two-dimensional linear cascade analysis to 
model the flow in a centrifugal pump rotor. The assumption 
that the unsteady flow can be represented by a mean stream 
surface is valid, as is the conformal transformation of this 
surface of a circular cascade into a linear cascade. This 

'Associate Director, Garfield Thomas Water Tunnel; Professor of 
Mechanical Engineering, Applied Research Laboratory, State College, Pa. 
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transformation provides an equivalent axial-flow rotor. Once 
the linear has been obtained, the authors follow the usual 
linear cascade unsteady flow analysis based on an 
irrotational, thin airfoil model. In such an analysis, the inlet 
disturbance flow is assumed to be irrotational and the un­
steady circulation generated on the blades and shed into the 
blade wakes are related in a manner (Kevin's theorem) which 
assures that the flow through the cascade remains 
irrotational. 

The most fundamental difference between a centrifugal-
flow and axial-flow rotor is the existence of vorticity in the 
relative flow in a centrifugal-flow rotor. This vorticity is 
generated because the radius of the stream surface changes 
through the rotor and makes the flow relative to the rotor 
rotational. It is this relative vorticity which results in the 
familar slip-factor in centrifugal turbomachines. 

The fundamental question is then the application of an 
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histories of ;/•,• and ^,* for Case 1. Experimental uncertainty: V ±5.5 
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This is due to the overestimation of axial velocity which 
causes the overestimation of the impulsive pressure dif­
ference. 

In the experimental results, another feature, i.e., stage D in 
Fig. 4(a), is found in the last half of acceleration. In this 
period, \j/j becomes greater than \ps again. The primary reason 
seems to be the lag of boundary layer growth around the 
impeller vanes which is not considered in the present theory. 

From the comparison between Fig. 10(a) and (b), it is also 
found that the effect of unsteadiness on the pump charac­
teristics decreases with increased Tna so that the period on the 
quasi-steady characteristics curve becomes longer. 

Figure 11 shows the time histories of <p;* = 4>il4>f and \p* 
= \//j/\pf for Case 1. The calculated <£,* approaches the final 
value more quickly than the measured one, since the 
calculated pressure rise is greater than the measured one and 
this results leads to a faster acceleration of the water con­
tained in the pipe line. 

Since the analysis was conducted on the basis of inviscid 
flow, i.e. 100 percent efficiency, the quantitative agreement 
between theory and experiment is poor. However, the 
calculated results agree qualitatively with the measured ones 
and offer a basis of explaining transient characteristics during 
the starting period. 

Conclusion 

The performance of a centrifugal pump during the rapid 

acceleration of the rotational speed was studied ex­
perimentally and theoretically. When the pump is started 
quickly, the dynamic relationship between flow coefficient 
and total pressure rise coefficient does not always coincide 
with the one obtained for a steady state operation. 

The results of the numerical calculations were compared 
with the experiments and the following conclusions were 
found: 

(1) At the very beginning of the start, the total pressure rise 
coefficient tends to become larger than the quasi-steady value. 
The impulsive pressure difference is the primary reason of this 
characteristics. 

(2) There is the period in which the total pressure rise 
coefficient tends to be smaller than the quasi-steady value. 
This is due to the lag of circulation growth around the im­
peller vanes. 

In addition to the above results, nondimensional parameter 
N/Tna was introduced as the parameter which is determinant 
for the transient characteristics of a pump during the starting 
period. 
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R. E. Henderson l 

The authors are to be commended for addressing the very 
significant and practical problem of the transient operating 
characteristics of a centrifugal pump. The experimental 
approach to this problem and the measured transient 
operating characteristics which are presented will serve as a 
guide to other investigations concerned with this problem. 

The major question raised by this paper is the application 
of an unsteady, two-dimensional linear cascade analysis to 
model the flow in a centrifugal pump rotor. The assumption 
that the unsteady flow can be represented by a mean stream 
surface is valid, as is the conformal transformation of this 
surface of a circular cascade into a linear cascade. This 
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transformation provides an equivalent axial-flow rotor. Once 
the linear has been obtained, the authors follow the usual 
linear cascade unsteady flow analysis based on an 
irrotational, thin airfoil model. In such an analysis, the inlet 
disturbance flow is assumed to be irrotational and the un­
steady circulation generated on the blades and shed into the 
blade wakes are related in a manner (Kevin's theorem) which 
assures that the flow through the cascade remains 
irrotational. 

The most fundamental difference between a centrifugal-
flow and axial-flow rotor is the existence of vorticity in the 
relative flow in a centrifugal-flow rotor. This vorticity is 
generated because the radius of the stream surface changes 
through the rotor and makes the flow relative to the rotor 
rotational. It is this relative vorticity which results in the 
familar slip-factor in centrifugal turbomachines. 

The fundamental question is then the application of an 
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irrotational flow analysis to the solution of a rotational flow. However, the unsteady flow analysis in a rotating circular 
While the approach used by the authors is valid for a cascade requires an impractical mathematical complexity as is 
stationary radial cascade, since no relative vorticity is well known. In order to avoid this complexity, therefore, the 
generated, it is not valid for a rotation radial cascade. authors have partly applied the calculating method for a 

linear cascade into a rotating circular cascade. 
The problem in this process lies in no consideration of the 

Author's Closure displacement flow which constructs a part of the irrotational 
absolute flow field after the conformal transformation of a 

The authors express their gratitude to Prof. R. E. Hen- rotating circular cascade into a linear cascade. The 
derson for his valuable discussion. They agree with Professor displacement flow affects on the velocity at outlet of rotor, 
Henderson's comment that an irrotational relative flow is not and also the time rate of change in velocity potential of the 
valid for a rotating circular cascade. displacement flow contributes to impulsive pressure. It is 

The unsteady flow in a rotating circular cascade should be suspected that the above two effects introduce the errors in the 
treated on a real physical plane itself without any trans- analysis, though it is difficult to estimate them quantitatively, 
formation into a linear cascade, since the pressure calculated Therefore, the authors hope that the calculated results in the 
directly from the transformed flow field does not always present study should be compared with the experimental ones 
agree with the pressure in a rotating circular cascade. considering the above approximation. 
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Sizing Criteria for Laser 
Anemometry Particles 

Introduction 

It is the objective of this paper to provide the ex­
perimentalist using laser anemometry with some guidance in 
the form of a single dimensionless parameter describing the 
relationship between tracking particle size and measurement 
error due to particle lag. It has historically been necessary to 
examine a variety of particle sizes and densities in order to 
demonstrate that they are accurately tracking the flow. An 
extensive body of analytical and experimental studies of this 
kind are available in the literature [1, 2], A very thorough and 
concise review of this matter is provided by Durst et al. [3]. In 
the present approach, however, the effects of particle size and 
density, fluid viscosity and density, and the characteristic 
length dimension of the flow under examination can all be 
accounted for in a single dimensionless parameter, the Stokes 
number [4]. In an effort to demonstrate the generality of this 
approach, solutions of the equation describing particle 
motion in a fluid are presented which will allow the ex­
perimentalist to estimate a priori what particle size is required 
to achieve a desired level of accuracy. Examples are provided 
in the form of several sample flow situations. 

Discussion 

A number of relatively unrestrictive assumptions are made 
to simplify the analysis. These are 1) that the particles are 
rigid spheres with a density much greater than that of the 
fluid; 2) that the effects of the virtual mass of the fluid and the 
Magnus force (due to particle spin) are negligible; 3) that in 
the local region of interest the fluid density is uniform; and 4) 
that there is no interaction between particles. These assump­
tions are discussed in greater detail in references [3, 5, 6, and 
7]. As a result of these assumptions, the only external forces 
on the particle that are accounted for in the present analysis 
are the frictional and pressure drag. The added assumption of 
Stokes' theory for these drag forces is also made here. The 
assumption of Stokes drag is valid here since one is usually 
only interested in particles that follow the flow closely and 
hence have low relative particle Reynolds numbers and low 
relative particle Mach numbers. Since the Stokes' prediction 
for drag is less than actual drag, the estimates here are slightly 
conservative as to how small a particle must be to follow a 
particular flow accurately. Under these conditions the 
nondimensionalized vector equation of motion for a particle 
in a moving fluid is as follows (see [5]). 

X " = ( U - X ' ) / S t (1) 

Solutions of this equation are presented in the following for 
four sample flow situations: 1) two-dimensional flow over an 
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Fig. 1 Particle response to flow over a compressor cascade airfoil 

axial compressor cascade airfoil, 2) a one-dimensional step 
(shock) deceleration, 3) a one-dimensional exponential ac­
celeration, and (4) a sinusoidal oscillation. 

As in reference [5], the fluid flow over the compressor 
cascade airfoil is based on the analysis of Caspar et al., [8]. 
The cascade has a pitch to chord ratio of 1.0 and 25 deg of 
turning. The order of equation (1) effectively changes from 
two to one as the Stokes number becomes small. For this 
reason the Runge-Kutta integrator of reference [5] becomes 
unstable for small Stokes number. This difficulty is 
eliminated in the present work by using an implicit integrator 
based on successive substitution. The results of the integration 
of equation (1) are shown in Fig. 1. The maximum local speed 
error ( I U - X ' IU), the maximum local angle error and the 
region swept clean by particles hitting the airfoil (5/r) are 
shown as functions of the Stokes number based on the up­
stream fluid velocity (U!) and the airfoil axial chord (b). At a 
Stokes number of 0.1 the maximum speed error is 6 percent, 
the maximum angle error is 4.6 deg, and 14 percent of the 
airfoil pitch is swept clean of particles at the trailing edge 
plane. At a Stokes number of 0.01 these numbers drop to 0.7 
percent, 0.5 deg, and 2.3 percent, respectively. Similar 
calculations were carried out for a turbine inlet guide vane 
and they have been presented in reference [5]. It was con­
cluded there also that for accurate particle tracking the Stokes 
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Fig. 2 Particle response to a step deceleration 

number must be less than 0.01. It was also pointed out in 
reference [5] that compressibility effects (density variations) 
do not significantly alter these results. 

For a flow of air (at standard conditions) at an upstream 
velocity (Uj) of 300 m/s over a cascade airfoil with a 3 cm 
axial chord (b) and particles such as oil (with a specific gravity 
near 1) a Stokes number of 0.01 requires a particle diameter of 
0.6 /um. 

The case of a step deceleration is similar to the flow 
downstream of a normal shock. There is no natural length 
scale so the characteristic dimension (Lc) is chosen as the 
distance required to obtain 99 percent recovery for the case of 
a small deceleration, (U]/U2) = 1 + . The Stokes number 
based on this distance and U2 is 0.217. From this one can 
calculate the 99 percent recovery distance as a function of 
particle size. Figure 2 illustrates the speed recovery as a 
function of distance (X/Lc) and fluid velocity ratio (Ui/U2). 
Note that the recovery distance increases with velocity ratio. 
For a velocity ratio of 2 the 99 percent recovery distance is 22 
percent greater than for a velocity ratio of 1+ . 

For a flow of air at a velocity (U2) of 300 m/s, particles 
having a specific gravity of 1, and a desired 99 percent 
recovery distance of 1 mm, a particle diameter of 0.5 pm is 
required for a (U, /U2) of 1+ . 

The solution for an exponential acceleration from Uj to U2 
is shown in Fig. 3. The Stokes number for this case is based on 
the exponential rise time (Tc). The maximum speed error (as a 
fraction of U2 - U!) is independent of the velocity ratio 
(Uj / iy . The location at which this maximum occurs (Xm), 
however, does depend of the velocity ratio. For small Stokes 
numbers (<0.01) the maximum speed error is equal to the 
Stokes number, and the dimensionless location at which it 
occurs is equal to St In (1/St). 

An accelerating air flow with a rise time of 1 ms and par-
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Fig. 4 Particle response to a sinusoidal oscillation U = U0sinut 

tides with a specific gravity of 1 requires particle diameters 
less than 1.8 fim in order to have a maximum speed error less 
than 1 percent (or St = 0.01). 

Finally, the solution for a sinusoidally oscillating flow is 
shown in Fig. 4 in terms of particle motion amplitude and 
phase lag (<t>) as a function of Stokes number based on the 

b 
Do 
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T 

= airfoil axial chord 
= particle diameter 
= characteristic length 

dimension 
= Stokes number, 

(pU c iV)/(18^ c) 
= time 
= characteristic time 

U 
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u0 

X 
X' 
X" 

= fluid velocity vector 
= characteristic speed 
= fluid oscillation speed am­

plitude 
= particle position vector 
= particle velocity vector 
= particle acceleration vector 

8 = defined in Fig. 1 
p = particle density 
7 = compressor airfoil 

cascade pitch 
co = angular speed 
<f> = particle phase lag 
ix = absolute viscosity 
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angular velocity of the oscillation (co, as in reference [6]). For 
a Stokes number of 0.14 the particle speed amplitude is 1 
percent less than that of the fluid and it has a phase lag of 8 
deg. This solution is an extension of that of reference [6]. 

For an air flow and particles having a specific gravity of 1, 
the particle size must be less than 0.9 /im to follow a 10 kHz 
oscillation with 1 percent speed accuracy (St = 0.14). 

The underlying assumption in this analysis has been that of 
Stokes drag. As a check on the accuracy of this assumption 
for any particular solution the following procedure is 
recommended: 1) Assume Stokes drag is valid. 2) Perform the 
particle motion calculation to determine the maximum 
velocity lag encountered by the particles. 3) Using this 
maximum lag, check the validity of the Stokes drag assump­
tions. 

Summary 

It has been demonstrated in the foregoing pages that fully 
nondimensional solutions can be obtained describing the 
trajectories of laser anemometry particles and that these 
solutions depend on a single dimensionless parameter, the 
Stokes number. Four sample solutions have been presented to 
demonstrate this dependence. A similar solution for the case 
of particles in a free-vortex swirling flow is already available 
in reference [9]. Comparisons between measured particle 
trajectories and trajectories computed using this approach are 
presented in reference [5]. It was intended that these 
parametric solutions would give guidance in determining the 
particle size required to provide the desired level of accuracy 

in various laser anemometry applications. These solutions and 
others can, through the Stokes number, be applied to flows of 
arbitrary length dimension, velocity, particle or fluid density, 
and viscosity. 

Although the approximations employed in the analysis may 
not be entirely adequate from the point of view of accurately 
determining particle size under all flow situations, they should 
be quite adequate for the present application, that is, in 
determining laser anemometry measurement error as a 
function of tracking particle size. 
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An Experiment Concerning the 
Confluence of a Wake and a 
Boundary Layer 
Measurements have been performed at low speed in the confluent region of a two 
dimensional wake and turbulent boundary layer. A tandem symmetrical 
arrangement was used, placed in a variable pressure gradient wind tunnel. Pressure 
and turbulent quantities were measured and current semi-empirical laws were 
examined in the light of the experimental results. 

Introduction 
High-lift devices play a significant role in aircraft 

engineering. Slotted flaps and leading edge slats are now 
present in most aircraft. In the turbomachinery field, tandem 
or slotted blades are also used in some special applications. 
Calculation and design of such devices are based mainly on 
inviscid calculations (see for instance the bibliography of [1]). 
Viscous considerations have been made either on the basis of 
simple boundary layer calculations or tests results. In many 
devices, however, interactions between wakes and boundary 
layers are frequent and sometimes optimum configurations 
are obtained with a strong interaction [1], Hence, it is 
necessary to use viscous flow calculation methods which take 
into account the interaction between two viscous layers and 
more particularly between a wake and a boundary layer. Such 
theoretical prediction methods have made their appearance 
recently. The interaction approach of Bradshaw [2], suc­
cessfully used for duct flows, has been developed by Morel 
and Torda [3] to free flows with velocity extremum (jets and 
wakes). Perrier et al. [4] used Jeandel and Mathieu's [5] 
development based on the Nee-Kovasznay's hypothesis for the 
calculation of wake and boundary layer interactions. The 
calculations compare favorably with experimental results. 
Integral methods have been also used by Stevens, Goradia, 
and Braden [6] for multi-component airfoils viscous flow 
calculations. Again, these calculations compare favorably 
with experimental results. 

The experimental results available to validate theoretical 
predictions are scarce in this domain and they mainly concern 
the mean velocity field. Bradshaw and Gee [7] made 
measurements in turbulent wall jets on a blown flap in an 
adverse pressure gradient. Monnerie and Lovat [8] made an 
experimental study of boundary layer control by blowing at 
the knee of a flap. They measured the mean velocity field and 
the Reynolds stresses in the jet-boundary layer mixing zone. 
Railly et al. [9] measured the mean velocity field around a 
tandem airfoil cascade. Ljungstrom [10] measured the mean 

Contributed by the Fluids Engineering Division for publication in the 
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velocity field on the suction side of a three component wing 
(slat and flap) for different incidence angles and wing con­
figurations. Moore [11] studied experimentally the 
development of the interaction between the wake of a cylinder 
and a boundary layer developing on a flat plate in an adverse 
pressure gradient. Loudet [1] gave experimental results about 
the influence of the incidence angle on the viscous interaction 
in a tandem cascade configuration (mean velocity mea­
surements). 

The interaction region investigated here is that resulting 
from the wake created by a symmetrical airfoil and the 
boundary layer developing on the surface of a trailing, 
longitudinally displaced airfoil. The arrangement is placed in 
the variable wall-geometry tunnel of our laboratory. Thus the 
interaction develops under a positive pressure gradient which 
results in the boundary layer separation near the trailing edge 
of the second airfoil. 

It was the intention of the present work to provide ex­
perimental results in the confluent region of a wake and a 
boundary layer in order to investigate the turbulence behavior 
in this region and at the same time to provide experimental 
support for the corresponding calculation methods. 

With the recommendations of reference [1], the choice of 
the relative position of the two airfoils has been made so that 
the interaction gives a favorable effect on the boundary layer 
of the second airfoil. A visualization without the first airfoil 
has proved the importance of this airfoil on the behavior of 
the boundary layer on the suction side of the second airfoil, 
the separation point moving forward when the first airfoil 
was removed. This improved performance is of secondary 
importance in the design of the present experiment; the 
primary motivation is to document, and to better understand, 
the interaction of turbulent shear flows. 

Description of the Experimental Apparatus 

The low speed variable pressure-gradient wind tunnel of 
our laboratory possesses at the inlet dust filters and screens. 
The test section is 1.8 m wide and 2.5 m long. It has a flat 
upper wall and a variable shape porous lower wall. The 
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Fig. 2 Wall static pressure and skin friction coefficients 

principal blower delivers up to 18 m 3 /s which corresponds a 
speed of about 30 m/s in the throat of the test section. 
Suction is applied in all four walls before, in, and after the test 
section to prevent wall boundary layer separation. The blower 
used for boundary layer suction delivers 4 m 3 /s at 16,000 
N/m 2 . 

The tandem airfoil arrangement used in this experiment is 
presented in Fig. 1. The principal dimensions are given in 
Table 1. Two NACA 65 A 010 symmetrical airfoils were used. 
They were fixed with jacks and piano-wires on the upper wall. 
The second airfoil was placed at a 7 deg incidence with respect 
to the oncoming stream. The lower wall was shaped in such a 
way that the longitudinal pressure distribution imposed on the 
second airfoil led to boundary layer separation very close to 
its trailing edge. Two-dimensional flow has been achieved 

using test section walls boundary layer suction, the large 
width of the wind tunnel being a favorable factor. 

The wall static pressure on the airfoil surface was measured 
by static pressure taps; these data are presented in Fig. 2. The 
total and static pressure distributions were measured by a 
special probe which was made in such a way that the static 
pressure holes were located in the same plane as the total 
pressure one. Consequently, no correction for hole position 
was necessary. The skin friction coefficient was measured by a 
Preston tube of a .002 m diameter. 

The turbulent quantities were measured by means of DISA 
55 P 51 x wire probe connected to two DISA 55 M01 
anemometers. Analog signal processing was performed. The 
mean velocity, normal and shear stresses, third and fourth 
moments of the normal velocity fluctuation component were 
simultaneously measured. The measurements were taken at 
the stations registered in Table 2. They were realized in a 
direction perpendicular to the airfoil wall. 

Presentation of the Experimental Results 

Two-dimensional flow was achieved by boundary layer 
suction. Smoke and lamp-black visualizations helped the 
suction adjustment. Mean velocity distributions measured at 
different lateral positions and near the trailing edge of the 
second airfoil showed that the mean longitudinal velocity 
profile in the boundary layer, in the wake, and in the outer 
flow remained unchanged for a lateral distance between 0.60 
m and 1.20 m measured from the side wall. Outside of this 
interval, the flow is affected by the presence of the first airfoil 
supports and by the lateral wall boundary layers. Good two-
dimensionality is indicated by the momentum balance applied 
to the boundary layer up to the station S/C2 = 0.83. The 
following analysis adapted from [12], is presented to establish 
the integral equation which will be used to evaluate the two-
dimensionality of the flow field. The momentum equation 
integrated from y = 0 to y = 8 is 

1 f6 c/AP,6 

Jo dx 
'-dy=^-(U2

s82)+Us8l
<^ 

dx dx 
(1) 

where AP,S is the difference between the free stream 
stagnation pressure P t 0 and the stagnation pressure at y = 5, 
Pt&. Note that the d (APt8)/dx term is introduced in response 
to the decrease in the stagnation pressure along the line of the 

N o m e n c l a t u r e 
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c2 
Hl2 

-Pstl 
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Qx 
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u 

um = 

wall friction coefficient 
pressure coefficient 
cord of the second airfoil 
form factor 8t /82 

static pressure 
static pressure at the leading 
edge of the first airfoil 
free stream total pressure 
dynamic pressure at the 
leading edge of the first 
airfoil 
location of the 
measurement stations on 
the cord of the second 
airfoil 
mean velocity 
Velocity deficit; t/s - U,„ 
for the inner half wake; 
U0 - Um for the outer half 
wake 
minimum velocity in the 
wake 

U0 = free stream velocity (outside 
of the wake) 

t̂ out = velocity at the edge of the 
half wake: Us or U0 

Us = velocity at the edge of the 
wall layer 

UT = friction velocity 
u = instantaneous velocity 

fluctuation in the 
longitudinal direction (x) 

v = instantaneous velocity 
fluctuation in the trans­
versal direction (y) 

xo r J f = direction parallel to the 
airfoil wall 

y or Y = direction perpendicular to 
the airfoil wall or the 
distance from the wall 

8 = 
8, = 

AP« = 

P = 

wall layer thickness 
wall layer displacement 
thickness 
8,=\i(\-U/U6)dy 
wall layer momentum 
thickness 
82=\l(l-U/U&)U/U6dy 
difference between the free 
stream total pressure and 
the total pressure at y = 5 
kinematic viscosity 
density 
wall shear stress 
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merged boundary layers between the two airfoils and is a 
result of the integration of the pressure term of the 
momentum equation if we consider the following expression. 

dPst _ dPst6 dPl6 T! dUs 

ax ax dx fa 

d(Pw-APt&) TdU6 d(AP,s) dU& 
=—Tx pU*-dxr=-^r-pUilx~ 

As in [12] this equation is normalized and integrated with 
respect to S from S0/C2 = 0.24 to S/C2 = 0.83. 
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The left and right-hand sides of this equation (LHS and RHS) 
are presented in Table 2. Particularly good agreement is 
obtained before mixing starts (S/C2 = 0.50); a maximum 
difference of 25 percent between LHS and RHS is obtained at 
the station prior to the separation of the boundary layer. This 
difference is of the same order of magnitude of those 
presented in reference [12] for a set of boundary layer ex­
periments. This seems to confirm that the flow is satisfac­
torily two-dimensional. 

The wall static pressure distribution on the second airfoil is 
presented in Fig. 2 in the form of a static pressure coefficient 
defined as 

CP(S) = (P s t (S ) -P s t l ) / e , (3) 
where Pst is the local static pressure, and P s t ) , Q{ are the static 
and dynamic pressures upstream of the leading edge of the 
first airfoil. 

The first airfoil is subjected to a negligible pressure gradient 
(Fig. 2). The velocity peak on the suction side of the second 
airfoil is very near to the leading edge. Downstream of this 
peak, the flow is strongly decelerated up to S/C2 = 0.10. 
Then, there is a region of nearly constant pressure (up to 
about S/C2 — 0.3) followed by a zone in which the pressure 
coefficient increases up to the trailing edge. 

The evolution of the mean velocity field (presented in Fig. 
3) shows that, initially, the two viscous layers are apart, 
separated by a constant velocity region up to S/C2 = 0.50. 
Downstream of this point, the disappearance of the constant 
velocity region indicates that mixing of the two shear layers is 
taking place. The velocity distributions U0(S) (outside of the 
two viscous layers) and U6(S) (at the edge of the boundary 
layer) are presented in Fig. 4. In the mixing region, the work 
of the shearing stresses results in a decrease of the total 
pressure. The magnitude of this decrease may be taken to 
characterize the importance of the mixing of the two layers. 
This is presented in Fig. 4. The evolution of the wake mean 
velocity-field is given in Fig. 3. The relative depth of the 
external half wake, 1 - U,„/U0 (Um being the minimum 
velocity in the wake) is decreasing up to the point S/C2 = 
0.42 and increasing thereafter and up to the station S/C2 = 
0.75 (Table 2). This behavior is associated with the 
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Fig. 3 The mean velocity field. (Note: Experimental points are shown 
only for one velocity profile. Scatter and density were the same for all 
the other velocity distributions.) 
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Fig. 4 Evolutions of the mean velocities at the edge of the boundary 
layer and outside of the wake 

imposed external pressure distribution [13]. Flow separation 
appears near the trailing edge of the second airfoil. The 
separation line, as indicated by flow visualization, is located 
at the position S/C2 = 0.88 and is laterally quite straight. 
After the trailing edge of the second airfoil, the first airfoil 
wake is still visible although nearly absorbed by the wake of 
the second airfoil. 

The skin friction coefficients deduced from the Clauser's 
method and measured with a Preston tube are presented in 
Fig. 2. 

The velocity fluctuations u and v, presented in Fig. 5(a) and 
Fig. 5(b), have similar evolution, u is always greater than v as 
it is observed in isolated wake and boundary layer 
measurements. In the wake, the center of the kinetic energy 
producton is more clearly distinguishable for the u fluctuation 
component than for the v one. For instance, the longitudinal 
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velocity fluctuation u distribution presents two distinct 
maxima, which is not the case for the normal velocity fluc­
tuation v. This fact is consistent with the concept that the 
energy transfer is taking place from the mean velocity field to 
the longitudinal fluctuation u and that it is redistributed 
through the pressure field in the normal and transverse 
directions. The magnitude of the fluctuations in the region 
between the wake and the boundary layer is of the same order 
of that of the external flow at the first measuring station. 
After this station, this magnitude increases comparatively in 
the region between the boundary layer and the wake, probably 
because of the simultaneous contribution of the wake and the 
boundary layer. 

The velocity scale, Uc = Uout - U,„ (where Uout is the 
velocity outside the half-wake, (U„ or Us) and Um is the 
mimimum velocity of the wake) is introduced in the 
presentation of the wake measurements. The evolution in the 
longitudinal direction of the maximum value of the quantity 
ii/Uc is increasing with decreasing Uc/U0 up to the station 
S/C2 = 0.50 (see Figs. 3 and 5) as it is generally observed [15, 
16] in wakes with positive or zero pressure gradient. The inner 
half wake presents a different evolution because of the in­
teraction with the boundary layer which introduces a strong 
decrease of the deficit velocity U6 - Um. 

The shear stress evolution is presented in Fig. 6 in the form 
of the correlation factor uv/uv. 

Discussion of the Results - The Mean Velocity Field 
Introductory Remark: Uncertainty Estimates Con­

siderations. The uncertainties of length, velocity or pressure 
measurements are estimated easily with the use of instruments 
specifications. These are: ± .0005 m ± .005 m for y and S 
measurements respectively, ± 0.2 m/s for velocity 
measurements and 1 percent (relative value) of the local value 
for the pressure measurements. The determinations of skin 
friction coefficient, normal stresses, and shear stress un­
certainty estimates are more difficult. Considering the skin 
friction coefficient measurement techniques, a generally 
accepted ten percent error has been used. It. is difficult to 
estimate the systematic uncertainties of u, v, uv measurements 
because of the complex process of calibration of the X-wire 
probe. Nevertheless, we think that the uncertainty estimates 
noted on the figures give a good idea of the measurement 
error. The relative uncertainty estimates are given in per­
centage of the local value and are noted with the symbol % on 
the uncertainty band of the figures. 

The measured velocity profiles were plotted in the usual 
semi-logarithmic form. It was found that a semi-logarithmic 
region existed up to the station prior to separation. Typical 
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500 

velocity profiles are presented in Fig. 7. A value for the skin 
friction coefficient was calculated from Clauser's plots, using 
the velocity Us, outside the boundary layer as defined 
previously. The skin friction coefficient calculated in this way 
is presented in Fig. 2, along with the one coming from the 
Preston tube measurements. Agreement of the two values is 
observed even inside the mixing region. The skin friction 
coefficient goes to zero (extrapolated value) at the station 
where separation was visualized. 

We would like to draw attention concerning the conditions 
at the stations prior to the mixing. It seems that at these 
stations, transition from laminar to turbulent flow is not 
completed. In fact the skin friction coefficient value 
calculated by means of the usual Ludwieg and Tillman 
correlation 

C> = 0.246 10" 1 //12(iwr0-268 

is lower than the measured value. Some preliminary 
theoretical calculations confirmed this fact. Theoretical 
considerations based on reference [17] show, however, that 
we are not very far from fully turbulent flow. The wall shear 
stress measured with the Preston tube is calculated from the 
relation developed in [14]. This relation uses the hypothesis of 
a universal log-law in the wall region of the boundary layer. 

However, the major and significant point is that two in­
dependent methods (Preston-tube and Clauser's plot) yield 
the same values for the wall shear stress. It is obvious, from 
the Clauser's plot method, that a logarithmic region exists in 
the wall region of the shear layer (the experimental points 
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being located on a straight line in a U/Us versus log (Y Us/v) 
plot). Figure 7 shows the log-law, the wall shear stress used, 
being that obtained from the Clauser's plot method. So, it 
seems, first, that the measurements with the Preston tube are 

correct and second, that a log-law region exists near the wall, 
indicating the turbulent behavior of the boundary layer. 

The law of the wake as given by Dean [18] was used to 
represent the outer region of the boundary layer and some 
results are presented in Fig. 8. It can be seen that the law of 
the wake is well satisfied in all stations inside the mixing 
region. 

Having successfully represented the boundary layer region 
by means of the usual velocity profile representation, the 
same procedure was attempted with the wake. It was evident 
that the two half-wakes should be represented separately. The 
analytical form of the representation was the usual one, viz. 

(U- U,„)/(Uout - [/,„) =F[(y -yUm )/(y* -yUm )] (4) 
where yUm is the ordinate of the point of the minimum 
velocity of the wake. 

y* is the ordinate of the point of velocity 0.5 (£/„, + Uonl). 
The corresponding velocity profiles are presented in Fig. 9 
and as it can be seen, it is possible to use a single algebraic 
formula such as 

(£/- Um)/(U0Ut - U„) 

= ( l - c o s ( y O - ^ m ) / C v 4 - v t / m ) ) ) / 2 (5) 

to describe the velocity profiles with relatively good accuracy. 

Discussion of the Results-The Fluctuation Velocity 
Field 

Figure 10 presents the locus of zero velocity gradient bU/by 
as well as the locus of zero shear stress in the boundary layer 
and in the wake. As have already been reported for wall jets 
by Bradshaw [7] and Mathieu [19], and by Kacker and 
Whitelaw [20] for a wall wake, the position of zero shear 
stress uv does not coincide with the one where bU/by is zero. 
In this respect, Mathieu, in 1971 [19], pointed out the physical 
unreality of hypotheses such as those of Boussinesq and 
Prandtl. He also suggested that this phenomenon could be due 
to the memory of the turbulent structures and to the effects of 
the transport phenomena. For Beguier [22], the role of "big 
turbulent structures" is predominant. In fact, it is not 
possible to speak of a memory effect for "small turbulent 
structures" which are rapidly suppressed by viscosity. 

We have drawn the streamlines in Fig. 10. The importance 
of the advection process on the difference existing in the 
location of the zero shear stress and the zero velocity gradient 
can be qualitatively explained. 

Considering that structures are transported on the average 
along streamlines, we can remark that for the 0.65 m3/s 
streamline, such a structure travels successively in a region in 
which the mean velocity gradient is positive (outer half wake) 
and in a region in which the mean velocity gradient is negative 
(inner half wake). Because of the memory effect, such a 
structure conserves its identity for a certain distance after it 
penetrates in the region of the inner half wake, transporting 
with it the turbulent properties generated in the region of the 
outer wake. Consequently, in a limited region of the inner 
half wake and in_spite of the negative velocity gradient the 
total shear stress uv remains negative. 

We can also consider the transverse transport of a turbulent 
eddy by the fluctuation kinematic,velocity field (also called 
diffusional transport [21]). The transport of the kinetic energy 
and the transport of the shear stress uv are generally assumed 
in the same direction; for instance, a positive energy flux vu2 

which implies a transport in the positive direction v + of a 
turbulent eddy could be associated with a_negative shear 
stress-flux uv1 isjhe shear stress transported uv is negative, or 
with a positive uv2 if the shear stress uv is positive. In the 
region between the point of zero shear stress uv and the point 
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of the minimum velocity, the negative quantity v3 implies a 
transport towards the wall. So a turbulent eddy with negative 
uv, convected by the mean velocity field in the inner half wake 
could be convected by the fluctuation velocity field towards 
the wall. The evolution of the correlation factor Rlw = uv/ u v 
is presented in Fig. 6. The maximum of |/?„„|is 0.60 in the wall 
region and in the outer half wake. This value is greater than 
the usual value of 0.45 obtained in fully developed turbulent 
flows in wind tunnels. Comparison between several such 
results ([16-20]) obtained in wind tunnels seems to suggest that 
the maximum value of the correlation is affected by the value 
of the Reynolds number and that \Rm\ may reach values of 0.7 
in low Reynolds number flows. The maximum value of |R„„| 
decreases with increasing Reynolds number down to 0.30 
(atmospheric boundary layers). In our experiment, the 
Reynolds number calculated on the airfoil cord was 
1,200,000; this is a relatively low Reynolds number. The high 
value of the maximum of |/?„„| is also in accordance with the 
suggestion of the presence of turbulent "big structures." 
Relatively well ordered "big structures" can give higher 
contributions at this maximum value. 

Concluding Remarks 

An experiment has been presented in this paper of a strong 
viscous interaction between a wake produced by a sym­
metrical airfoil and a turbulent boundary layer. The in­
teraction took place in an adverse pressure gradient leading 
the boundary layer up to separation. 

In view of the scarceness of experimental results of this 
type, much care was taken to ensure two-dimensional con­
ditions and produce as much information as possible con­
cerning the turbulent quantities and their behavior. 
The measurements show that: 

• It is possible to separate the flow in three viscous regions : 
the wall boundary layer, the internal, and the external half 
wake. 

• The "law of the wall" and the "law of the wake" provide 
valid descriptions of the observed velocity field in the adverse 
pressure gradient region between the two airfoils. 

• The position of zero shear stress does not coincide with 
the position of zero velocity gradient. This fact is now well 
known and has been observed in several experiments. 

In our experiment the role of the longitudinal and normal 
advection is particularly in evidence. The analysis of the 
experimental results using existing theoretical models seems to 
confirm the viability of an integral approach such as the one 
developed in reference [6]. 
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The authors have been looking at a very useful and im­
portant problem of fluids engineering, namely: the interaction 
between 'an aerofoil wake and a boundary layer developing 
over a rather flat surface of a second aerofoil. The flow field 
is quite complicated since an accelerating flow, the wake, 
interacts with a decelarating flow, the boundary layer, under 
the influence of an adverse pressure gradient. This picture 
with so many parameters involved at the same time is quite 
common in real life. However, if all these parameters are 
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varied at the same time it is difficult to see their isolated effect 
on the results. Usually the strategy in attacking such com­
plicated problems is to split the experiment in more than one 
by varying one only parameter at a time. In the present case 
there is a lack of experimental information on the interaction 
between a symmetrical wake with a flat plate boundary layer 
in zero pressure gradient. The authors are not blaimed for not 
having looked at that; on the contrary are encouraged to do 
so. Despite this weak critism which may be considered as 
difference in opinion, the results of their investigation are 
quite interesting. Their first observation that the separation 
point on the second aerofoil moves downstream with the 
presence of the first ties up with other observations too. The 
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of the minimum velocity, the negative quantity v3 implies a 
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In view of the scarceness of experimental results of this 
type, much care was taken to ensure two-dimensional con­
ditions and produce as much information as possible con­
cerning the turbulent quantities and their behavior. 
The measurements show that: 

• It is possible to separate the flow in three viscous regions : 
the wall boundary layer, the internal, and the external half 
wake. 

• The "law of the wall" and the "law of the wake" provide 
valid descriptions of the observed velocity field in the adverse 
pressure gradient region between the two airfoils. 

• The position of zero shear stress does not coincide with 
the position of zero velocity gradient. This fact is now well 
known and has been observed in several experiments. 

In our experiment the role of the longitudinal and normal 
advection is particularly in evidence. The analysis of the 
experimental results using existing theoretical models seems to 
confirm the viability of an integral approach such as the one 
developed in reference [6]. 
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there is a lack of experimental information on the interaction 
between a symmetrical wake with a flat plate boundary layer 
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authors postulated successfully the use of velocity and length 
scales in the form of equation (4) to collapse their mean 
profiles. However, it is doubtful to say that similar scales can 
be applied to scale turbulence quantities. 

The authors pointed out the well known fallacy of the eddy 
viscocity concept which is present almost in all asymmetrical 
and sometimes in symmetrical flows. Before saying that there 
is a physical unreality or invoking theories to explain such old 
behaviour, it is always useful to look at the_ _full_forin of 

• production terms of turbulent kinetic energy, q2, (q2 = u2 + 
v2 4- w2) as it appears in the transport equation of q1. The 
reason being that even in 2-dimension flows the thin shear 
layer approximation may not be everywhere valid because 
some main terms can be extremely small. The full production 
term is 

uv-— +(u2 -v2)—— +uv—— 
ay ox ay 

with the last part being negligible. It was found in [23] for 
example, where a symmetrical and an asymmetrical wake 
have been investigated, that the second part of the production 
term is not negligible, since dU/dx is significant, and the 
negative production has been moderated but not vanished. 
The same feature is evident in the present flow configuration 
at the regions where the flow is accelerated as in thefjrst half 
of the second aerofoil (Fig. 3) since always is u2 > v2. Over 
the second half, however, the flow is clearly decelerated and 
the negative production is increased absolutely; in other 
words a bigger amount of turbulent kinetic energy returns to 
the mean flow. 

The authors found the skin friction coefficient Cf by using 
Clauser charts and replacing the external velocity Ue with Ub. 
What are the arguments which allow them to use Clauser's 
method? Is it true to say that 

—— =J— (5) 

is valid? The fact that plots of U/Us versus log (yUS/v) show 
a straight line is an important result but does not support the 
existense of equation (5). Consequently the agreement with 
Preston tube results is odd. 

One important parameter which characterizes the wake is 
the friction velocity UT and the momentum thickness of the 
boundary layer at the trailing edge of the first aerofoil (see 
[12]). The interaction process is controlled by the big eddies at 
the trailing edge basically because the "boundary layer ed­
dies," if we could descriminate them, start to grow later in 
time. It is expected that at the early stages of the interaction 

the big eddies coming from either side of the first aerofoil 
control the time sharing process in a manner described in [23] 
and only at the late stages when the "boundary layer" eddies 
are bigger, are participating in the time sharing. In that sense 
it can be argued that the external half wake is not affected by 
the presence of the boundary layer and some of the present 
results support that idea. 

The authors are attemping to explain the high values of the 
correlation coefficient Ruv in terms of big structures which 
are present at low Reynolds number effects. In a recent work 
described in [24] and [25] has been found that Ruv varies with 
the Reynolds number but never exceeds the value of 0.48 at a 
Reynolds number based on momentum thickness of 791. As 
the authors have pointed out the uncertainties in measuring 
Ruv are higher than in other turbulence quantities and they 
have noted a 10 percent possible error. I think it is not 
redundant to say that an error of only 1 deg in setting the X-
wire angles can cause a 8.5 percent error in Ruv. 

Additional References 
23 Andreopoulos, J. and Bradshaw, P., "Measurements of Interacting 

Turbulent Shear Layers in the Near Wake of a Flat Plate," J. F. M, Vol. 100, 
1980, pp.639-668. 

24 Murlis, J., Tsai, H. M., and Bradshaw, P. "The Structure of Turbulent 
Boundary Layers at Low Reynolds Numbers," 1980, Submitted to J. Fluid 
Mech. 

25 Murlis, J., Ph.D thesis, Imperial College, London University, 1975. 

Authors' Closure 

The authors are grateful to Dr. Andreopoulos for his in­
teresting comments on their work. Dr. Andreopoulos has 
brought out in his discussion the complexity of this 
phenomenon often encountered in fluids engineering. 

We agree with him on the point concerning thejtrategy of 
attacking such a problem. The production term uvdU/dy + 
(u2 —v2) d(J/dx has been calculated. It has been found to be 
always positive except in a part of the wake where the negative 
production was found to be very low in absolute. 

The Preston tube gives the value of the wall shear stress by 
means of measurement of total and static pressures in the wall 
region. The friction velocity is calculated with the relation 
uT = Vr7p and the friction coefficient with the formulation 
(5). The Clauser method uses only the hypothesis of a log-law 
near the wall. If we define the friction coefficent as 
Cf = T/VipUs

2, the linear part of the curve U/Us versus log 
(yUs/v), can be fit by a straight line with Cf as parameter; so 
the two values of the friction coefficient can be compared as 
they are calculated with the same formulation. 
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Wind Induced Forces on Trees 

Introduction 
When Hurricane Frederic struck the central U.S. Gulf 

Coast on September 12, 1979, $2.3 billion in damage resulted 
making Frederic the most costly hurricane in U.S. history. 
There were many types of damage; however, the most 
widespread was that associated with forests. 

Accurate recording of Hurricane Frederic's windspeeds was 
accomplished at National Weather Service (NWS) and other 
weather stations along the Gulf Coast [1], A post-hurricane 
damage survey thoroughly documented tree and other 
damages in these same regions. The purpose of this study is to 
investigate the correlation of tree damage with the known 
recorded windspeeds and to develop methods of predicting 
maximum windspeeds based on observed damage in future 
windstorms. This study is part of a larger research project to 
determine maximum windspeeds, windspeed contours, and 
wind loadings on structures associated with tornadic wind­
storms. Included are both field damage documentation and 
laboratory wind tunnel testing. It is expected that the results 
contained herein will give engineers a basis for a more 
complete understanding of windfields in cyclonic storms 
where no meterological data exist as is often the case for 
tornadoes. 

Wind Tunnel Experimentation 

Because of their great variation in shape, permeability and 
material properties, trees have been the subject of limited 
aerodynamic research. Field experimentation on mature 
rooted specimens has not occurred due to the physical 
complexity of the problem and the inconvenience of 
predicting windstorms and traveling to the test site whenever a 
storm is expected. Consequently, wind tunnel studies are 
undertaken to obtain the desired information. 

Attempting to minimize windthrow damage in British 
forests, A. I. Fraser reported a series of experiments [2] that 
were designed to determine the relationship between wind-

Contributed by the Fluids Engineering Division and presented at the Winter 
Annual Meeting, Washington, D.C., November 16-19, 1981, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS, Manuscript received by the Fluids 
Engineering Division, September 10, 1981. Paper No. 81-WA/FE-l. 

speed and the horizontal wind induced force or drag exerted 
on a tree. Four species of cut, mature trees were tested in the 
24-ft wind tunnel at the Royal Aircraft Establishment in 
Fornborough. The resulting drag was expressed, by Fraser, as 
a function of wind velocity in a relationship that included the 
tree weight. The relationship is of little value for windstorms 
in the U.S. since it was formulated for species atypical to the 
area and was expressed in terms of the tree weight, a 
parameter not easily measured in the field. 

Mayhead's 1973 investigation [3] of tree drag took a more 
classical fluid mechanics approach. Using the same ex­
perimental facilities as Fraser, Mayhead related the wind 
force on a tree to the wind velocity by means of drag coef­
ficients as expressed by 

C=PlqA (1) 
where q = 1/2 pv2. In these expressions, q is the dynamic 
wind pressure, v is the windspeed, p is the air density, P is the 
wind force, and A is the projected frontal area of the tree 
canopy in still air. Results of his research indicated a 
reduction of the drag coefficient with increased windspeed 
and a large variation in drag coefficients both between and 
within a species. Mayhead attributed this variation to wide 
morphological variations and poor experimental data 
reduction technique in approximating projected frontal areas, 
A, by the equation, 

A=bh/2 (2) 

where b and h are the tree canopy diameter and height, 
respectively, in still air. The error resulting from this ap­
proximation, however, is not viewed as being of primary 
significance since the pines which presented the most 
problems in area determination showed the highest degree of 
uniformity in drag coefficients. Rather, it is felt that blockage 
was the primary experimental technique leading to error since 
the trees were between 19 and 28 ft tall and they were sub­
jected to winds in a 24-ft dia wind tunnel. 

Test Program. The wind tunnel studies conducted at 
Auburn University were designed to measure both the 
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Flg.1(a)

horizontal (drag) force and the pitching moment experienced
using a pyramidal balance. Three species of live dwarf
conifers were used to reproduce rooted specimen response and
to duplicate crown similarities to the trees most often
destroyed by winds in the southeastern United States. The
slender bole and symmetric crown of the dwarf white pine
(pinus strobus) naturally appeared to approximate the full­
sized white pines' appearance as well as that of slash and
loblolly pines with somewhat spherical crowns and high
solidities. Two of this species were tested. The trunk length
and somewhat cylindrical crowns of lower solidity slash and
loblolly pines were approximated by two cryptomeria
(cryptomeriajaponica). The crown shapes of this species were
approximately symmetric with respect to horizontal and
vertical axes with a crown height to width ratio of ap­
proximately 1.5. One dwarf Alberta spruce (picea glavea) was
included in the testing program to observe the effect of shape
asymmetry with respect to the horizontal axis on the location
of the center of pressure. All specimens included in the testing
program were approximately vertically axisymmetric to
reduce torsional forces on the boles. Figure 1 is a photograph
of the three species of dwarf conifers tested.

Using photographs of the untested specimens in still air, the
projected frontal canopy surface areas were determined by
both planimetric methods and Mayhead's approximation
(equation 2). The latter method lInderestimated the
planimetric area by a maximum of 7 percent. Hence for
reasons of convenience and conservatism, equation (2) was

____ Nomenclature

Fig. 1(b)

Fig.1(c)

Fig. 1 Dwarf conifers

A

b
C
D
b

H

projected frontal area of tree
canopy in still air
canopy diameter in still air
wind pressure coefficients
tree bole diameter at failure
average tree bole diameter
between failure and canopy
base
height of tree bole exposed to
wind above failure in still air

m

p

height of tree canopy in still air
wind induced bending moment
at location of tree failure
ultimate moment capacity of
tree at failure section
constant giving the location of
the canopy wind pressure
force, measured as a decimal
fraction of the canopy height
from ,the canopy base
wind force on tree

p wind pressure force
q dynamic wind pressure
R modulus of rupture
S tree section modulus at failure

section
v windspeed
p air density

Subscripts

B tree bole
C = tree canopy
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WIND VELOCITY

Fig. 4 Cryptomeria and Alberta spruce wind pressure coefficients
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the canopy height parameter versus windspeed for the dwarf
white pine and cryptomeria species, respectively. Above 60
fps (18.3 mps) this parameter is between 0.37 and 0.50. Being
based on the canopy height in still air, the decrease of this
parameter is expected since the drag force height decreases as
the tree bends in the severe winds. Thus the value of 0.50
appears reasonable for species that are symmetric about
horizontal and vertical axes. Figure 6 also includes the canopy
height parameters at which drag forces on the dwarf Alberta
spruce acted. Being vertically axisymmetric with an isosceles
shape, the dwarf Alberta spruce 0.35 value is also reasonable.

Plots of wind pressure coefficient versus Reynolds number
for the species tested are presented in Figs. 7 and 8. Both of
these figures indicate decreasing values of C with increasing
Reynolds number over the range tested. Unfortunately,
maximum windspeed capabilities of the wind tunnel were

used in any calculations requmng the projected frontal
surface area for windspeed analysis of field documented tree
damage.

Test Procedure. The test section of the tunnel used in this
study has throat measurements of 48 in. (122 cm) wide x 36
in. (91 cm) high x 60 in. (152 cm) long and has a boundary
layer thickness of approximatley 1 1/2 in. (38 'mm) at the
specimen location. Within the central portion of the tunnel
(i.e. not in the boundary layer), an extremely flat velocity
profile is produced. At any point, the dynamic pressure does
not deviate from the mean by more than 0.1 percent. The
experimental procedure consisted of fitting each specimen in a
pyramidal balance and subjecting it to increasing windspeeds
in the wind tunnel. At various intervals the windspeed was
allowed to stabilize and data were automatically recorded and
reduced. From pressure transducer readings, the dynamic
pressure, q, of the moving air was recorded and translated
into air velocity based on the kinetic energy of the moving air.
Strain gage load cells recorded the drag force, P, on the
specimen and the wind pressure coefficient, C, was found
from equation (1). The area, A, in that equation is the
original undeformed projected area of the tree. Hence the
calculated wind pressure coefficient should be applied to
undeformed areas in wind loading applications.

Additionally, the pitching moment caused by the drag force
about the pyramidal balance's resolving center was measured
by load cells at the base of the balance. From the readings, the
center of pressure of the drag force was calculated. This
center of pressure evaluation yields correct values for the
actual pressure distribution acting on the deformed tree
projected area. However, for convenience, the center of
pressure location is reported in terms of the undeformed tree
canopy height since this is the parameter that is most easily
measured or estimated in field applications.

All specimens were tested at three different angles of
orientation to the moving air. After randomly labeling and
testing one position as a reference, each specimen was turned
45 and 90 deg from this position and tested as well. For each
species' 45 and 90 deg orientations, to avoid the possible
destruction of the specimens, windspeeds were limited to a
maximum of 80 fps (24.4 mps). However, for the final 0 deg
(reference) orientation the full capacity of the subsonic wind
tunnel was utilized to produce a maximum windspeed of
about 130 fps (39.6 mps). The photograph of the cryptomeria
in Fig. 2 was taken at this maximum windspeed.

Test Results. The results of this investigation are presented
in Figs. 3-8. Figures 3 and 4 are plots of the wind pressure
coefficients of the various species versus the applied wind­
speed. Examination of Fig. 3 reveals the differences in the
responses of the dwarf white pines tested. For the windspeeds
where trees fail, the differences between the specimens' wind
pressure coefficients are substantial. At high windspeeds,
both specimens appear to be approaching constant values of
C, with the average for the two specimens being 0.5.
Examination of Fig. 4 reveals that both specimens of cryp­
tomeria showed a high degree of uniformity in their wind
pressure coefficients both between the orientation angles and
between the specimens themselves. Both these specimens have
coefficients similar to the dwarf white pine specimen 2,
especially at the higher windspeeds. The estimated coefficient
C at high windspeeds for this species is 0.3. The wind pressure
coefficients of the dwarf Alberta spruce, also plotted in Fig.
4, are strikingly similar to those of the dwarf white pine
specimen 1 at higher windspeeds.

The calculated centers of pressure were nondimensionalized
with respect to the canopy height to produce the canopy
height parameter, m, (decimal fraction of canopy height
locating the resultant drag force). Figures 5 and 6 are plots of
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reached before escaping the critical flow region. Hence, the 
value of C at high windspeeds and Reynolds number can only 
be estimated at the values cited in the paragraphs above. 

Errors. Uncertainty sources in the variables plotted in Figs. 
3-8 are of two types—random and fixed. Dynamic pressures, 
measured with pressure transducers; drag force, measured 
with strain gage load cells; and the tree dimensional data, 
measured from photographs were used to reduce the data. 
The source of error in measuring dynamic pressures and drag 
forces was primarily random since the wind tunnel is 
frequently calibrated. Based on these regular calibrations and 
day-to-day repeatability of data, the drag force and dynamic 
pressure are accurate to within ±0.1 percent. The error in the 
reference area was a fixed error which was introduced during 
the photography and planimeter operations. This fixed error 
was estimated to be ±1 percent. A fixed error was also in­
troduced in the measurement of the specimen dimensions 
(bole height to foliage and maximum width and height of the 
foliage). These measurements were carefully taken with a 
vernier caliper from a photograph of the specimen in still air. 
It is estimated that the error in each of these measurements 
was ±0.01 in. 

Based on the above measurement accuracies, the resulting 
uncertainty in wind pressure coefficients was found to be 
±0.007. Uncertainty in wind velocity was again primarily 
random. The source of this error was small, long period 
variations of the air speed in the test section of the tunnel. 
Velocities were calculated based on the kinetic energy of the 
moving air and are accurate to within ±0.1 percent. Based on 
uncertainty calculations, Reynolds number and the canopy 
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height parameter are accurate to within ±0.2 percent and 
±0.5 percent, respectively. 

Tree Windspeed Analysis 

Using the experimental data in a windspeed analysis 
requires that simplifying assumptions be made in the 
idealization of tree failures. These assumptions are: 

1 Trees are analyzed as isolated, vertical cantilever beams 
fixed at ground level and failing in the height of the bole. 
Uprooting to any degree will be neglected. 

2 A uniform wind pressure distribution is assumed to act 
along the height of the tree above the failure point. 

3 Wind pressure coefficients for tree canopies will be taken 
from the dwarf tree wind tunnel results. For tree canopies 
with high solidities, wind pressure coefficients will be 
assumed to be those of the dwarf white pine. For canopies 
with low solidities, wind pressure coefficients will be assumed 
to be those of the cryptomeria. Wind pressure coefficients for 
the bole will be assumed to approximate those of a thin 
smooth cylinder (1.2) even though the bark roughness and 
high windspeeds would both increase these coefficients. 
(Note, wind forces on the bole are minor relative to those on 
the canopy.) 

4 Wind pressure force resultants on the crown will be 
assumed to act at the center of pressure of the projected 
frontal area in still air. 
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5 The bark thickness is assumed to be 10 percent of the 
total bole diameter. 

The statically applied uniform wind load p applied to the 
tree in Fig. 9 produces a wind force on the bole equal to 

PB =pDH (3) 
where D and H are the average diameter and height of the tree 
bole, respectively. Approximating the projected frontal area 
of the canopy as given by equation (2), the wind force on the 
canopy is given by 

Pc=pbhll (4) 
The applied bending moment at the point of failure is 

Mb = Vi [pDH2 +pbh (H+ mh)] (5) 
where m is a fraction of the canopy height which locates the 
canopy wind pressure resultant force. The ultimate bending 
capacity of the tree is described by 

MU=RS=TTRD3/32 (6) 

where R is the modulus of rupture, and D and S are the 
diameter and section modulus at the failure location, 
respectively. For purposes of this analysis, tree failure is 
assumed to occur upon attainment of the ultimate moment 
capacity of the bole. Hence, equating equations (5) and (6) 
and substituting the relation between wind pressure and 
windspeed 

p = 0.00256 v2C (7) 

yields 

u = 8.76. 
RD3 

CgDH2 + Ccbh(H+mh) 
(1 mph = 1.61 km/h) 

mph (8) 

for R in psf and D, D, H, b, h in feet. In equation (8), CB and 
Cc are the wind pressure coefficients for the bole and canopy, 
respectively. Examination of this equation reveals that the 
calculation of tree failure windspeeds is an iterative procedure 
since for a given tree the canopy wind pressure coefficient is a 
function of windspeed. 

Coniferous trees are slender, flexible structures whose 
dynamic response is important under the turbulent periodic 
gusts of a hurricane. The dynamic analysis of a tree is 
complicated by the many parameters inherent in "natural" 
structures. Neglecting the bias caused by surrounding trees on 
the sway period and employing a single degree of freedom 
model, the dynamic amplification factor can be found as a 
ratio of the period of the time varying load, /, to the natural 
period, T, of the tree. 

Sugden [4] experimentally determined the sway of red pines 
(pinus resinosa) and white pines to be a function of the ratio 
of diameter at breast height to total height as indicated in Fig. 
10. The loblolly pines documented during the post hurricane 
storm survey had an average ratio of diameter to height of 
0.21 which by Sugden's curve gives an approximate sway 
period of 2.5 s for these trees. 

The periodic gustiness of hurricane winds is very difficult to 
measure. Gust recorder charts depicting Hurricane Frederic's 
winds could not be used to determine the gust period because 
the time scale was too small to differentiate distinct peaks in 
the recorder readings. During Cyclone Gervaise on June 2, 
1975, a record of the storm's gusts was made on an expanded 
time scale [5] and is reproduced in part in Fig. 11. 
Examination of this figure reveals that the cyclonic winds 
have gust periods between 2.5 and 3 s. Thus, if one assumed 
an isosceles triangular wind gust with a ratio of load period to 
natural period of 1, this results in an amplification factor of 
approximately 1.4 [6]. Consequently wind-induced bending 
moments are also amplified by a factor of 1.4 which modifies 
equation (8) to 

P • * 

Fig. 9 Idealized tree 
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Documented Tree Failure Windspeeds 

Included in the damage documentation following 
Hurricane Frederic were several loblolly pines in the area of 
Mobile County, Alabama. These trees were selected for 
detailed documentation because of their bole failures and 
wind susceptible locations. The trees were located on the 
windward periphery of either a low density forest or suburb. 
These locations were selected to minimize the effect of 
surrounding trees and missile damage. The modulus of 
rupture, R for the loblolly pines was assumed to be 7980 psi 
[7]. Values of m were obtained by examining the shape of the 
tree canopy while the canopy wind pressure coefficients were 
taken from the data shown in Figs. 3 and 7. 

Results for four documented trees which satisfied the 
location requirements are given in Table 1. As can be seen in 
that table, some of the analytically estimated windspeeds are 
higher than NWS recordings and some lower. This is as one 
would expect and indicates the analyses are not strongly 
biased on the conservative or unconservative side. Ad­
ditionally, it is indicative of the statistical nature of predicting 
windspeeds from post-mortem damage analyses. 

While the lowerbound estimates of windspeed as calculated 
and shown in Table 1 are felt to be in good agreement with 
recorded windspeeds, it should be noted that several un­
certainties have not been included in the analysis. As indicated 
earlier, the wind tunnel velocity profile was essentially 
uniform and the dwarf tree specimens were therefore sub­
jected to a much more uniform pressure distribution than the 
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SECONDS 

Fig. 11 Gust record—Cyclone Gervaise 

Tree 
Location 

Mobile, AL* 
Mobile, AL** 
Mobile, AL** 
Theodore, AL*** 

Table 1 

D 
(ft) 
0.9 
1.0 
1.1 
1.0 

Calculated failure windspeeds for loblolly pines 

D 
(ft) 
0.8 
1.0 
1.0 
1.0 

Tree Parameters 

H 
(ft) 
10 
27 
20 
6.5 

h b 
(ft) (ft) 
28 23.5 
17 13 
26 23 
31.5 18 

m 

0.5 
0.4 
0.5 
0.5 

Cc 

0.5 
0.5 
0.5 
0.5 

Calculated 
Windspeed 

(mph) 
75 

129 
92 

100 

8 miles southwest of Mobile where gusts of 92 mph were recorded 
5 miles west of NWS station recording 97 mph gusts 
Center of Theodore where maximum windspeed exceeded 110 mph 
(1 mph = 1.61 km/h, 1 ft = 0.305 m) 

loblolly pines which were located in the natural boundary 
layer of Hurricane Frederic. The detailed characteristics of 
the boundary layer in the vicinity of the loblolly pines are 
unknown, and hence a precise quantification of the effect of 
the natural boundary layer on the estimated failure wind-
speeds is not possible. A rather simplistic approach one could 
take in attempting to evaluate the effect of the natural 
boundary layer would be to consider the variation of effective 
velocity pressure with height and exposure. The loblolly pines 
were located in relatively open and flat coastal terrain where 
an average power-law exponent of approximately 1/7 is 
generally appropriate. For the heights of interest this 
variation would result in a ten to fifteen percent difference 
between the wind velocities at the top and bottom of the tree 
canopies. This velocity gradient would tend to raise the 
location of the center of pressure above that obtained in the 
wind tunnel test results where there was a uniform velocity 
profile. This in turn would lower the estimated failure wind-
speed. However, tree branches are flexible and tend to bend 
back into the tree in a windfield. The degree of bending in­
creases as windspeed increases resulting in a decreasing 
frontal area and in general a lowering of the center of 
pressure. For the loblolly pines, inclusion of this effect would 
tend to lower the location of the center of pressure and in­
crease the estimated failure windspeed. The net resultant 
effect of raising of the center of pressure due to the natural 
boundary layer and its lowering due to the tree bending is 
unknown. Additionally, it should be noted that the 
flexibilities of the individual tree branches would also tend to 
lengthen the period of gust loading on the tree bole, and this 
in turn would tend to reduce the dynamic amplification 
factor. Including this effect would result in higher calculated 
windspeeds for failures. 

Summary of Results 

Detailed engineering knowledge of windstorms is necessary 

for development of probabalistic models for windfields and 
for design criteria for building codes. Many windstorms do 
extensive damage to forest areas in rural locations. In order to 
make use of the obtainable data from these storms, wind 
tunnel tests were conducted on three species of dwarf trees to 
determine the wind pressure coefficients. These coefficients 
and the location of the resultant wind force were plotted 
versus windspeed. For the dwarf trees and windspeeds in­
cluded in the testing program, it appears that the flow is in the 
critical range. Results of the laboratory experimentation were 
applied to actual damaged trees observed near NWS stations 
in Hurricane Frederic. Correlations between predicted 
windspeeds and observed values are good. These results 
should allow for a more complete understanding of windfields 
of other cyclonic windstorms where no meteorological data 
exist. 
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Laminar Flow in a Cylindrical 
Container With a Rotating Cover 
Unsteady and steady flow in a cylindrical chamber with a rotating cover has been 
studied for two Reynolds numbers and three aspect ratio values. The structure of 
the velocity and pressure fields in the apparatus is described. Primary and second 
ary volumetric flow rates and torque coefficients are also calculated for all six cases 
solved. 

1 Introduction 

The flow of a Newtonian fluid in a cylindrical container 
when its rotating cover provides the motion is not completely 
known. The authors who have dealt with this theme, [1-6], 
have restricted their analyses to chamber aspect ratios, X, less 
than [2-4] or equal to [1, 5, 6] 1. The present authors know of 
no work where this geometry with X> 1 has been investigated; 
moreover X=l, the highest value considered, has been 
associated with rather small Reynolds numbers, Re, even in 
the most recent solutions of this problem [5,6]. 

This paper makes an effort to widen both X and Re ranges. 
The increase in the first parameter gradually transforms the 
nature of the geometry and as a consequence the pattern of 
the flow; in the elongated version the apparatus deserves 
attention because of several technical applications (fluid 
machinery, heat exchangers with a rotating fluid, chemical 
mixers, etc.). 

A cylindrical container is filled with a Newtonian, in­
compressible, isothermal fluid and its cover is imagined to be 
driven to steady rotation in a time At~0. This movement 
induces both a rotational flow round the chamber axis and a 
secondary one in the rz plane (Fig. 1). 

This study was conducted by solving numerically the full 

1> 
>?WW^f^M^W^^^^MWfWWW^WWWJ7m"WWW^fWfWW/WWWWW^f^W;WW^^MW^ 

B 

Ci 
feW»MMM««WM»MM!W^ 

Fig. 1 The sketch of the apparatus 
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Navier-Stokes equations; its purpose is to describe the 
features of the steady and unsteady flow in the chamber and 
the influence of Re and X on the structure of the velocity and 
pressure fields. Several quantities of technical interest were 
calculated too: 1) the torque coefficient, 2) the primary and 3) 
the secondary flow rates. Solutions to the Navier-Stokes 
partial differential equations were obtained for Re = 100, 
1000 and X = 0.5, 1, 2. Three further solutions were specially 
computed in order to make comparisons with experimental, 
theoretical, and numerical data available in the literature. 

2 The Problem and the Method of Solution 

The physical system investigated (Fig. 1) is referred to a 
cylindrical frame; laminar flow is assumed. By virtue of the 
supposed axial symmetry, the dimensionless continuity and 
Navier-Stokes equations for a Newtonian, incompressible 
fluid must be written as follows (in conservative form). 

1 d dw 
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In these equations dimensionless quantities are defined (a star 
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denotes a dimensional quantity) by the chamber radius, R*, 
and the cover angular speed, Q*. 

w 
Q*R* ; v = 

V* 

Q*R* p= 

Q*R*2 

Re = — ; X = 

Q*R* ' ' p*(U*R*)2 ' 

d* 

R* ; 

p* and v* are the density and kinematic viscosity of the fluid; 
d* is the distance between the cylinder bases. The dimen­
sionless spatial coordinates and time are defined as follows: 

r* z * 
R* R* ' 

Boundary conditions are now given for the dimensionless 
radial, azimuthal, axial velocity components, 
u{r,z,t), v(r,z,t), w(r,z,t), and the pressure/? (r,z,0: 

u=v=w=p=0 

f o r f < 0 ; f o r r > 0 

u - w = 0 on solid walls; 

v = 0 on stationary solid walls; 

. S t 

/ R E a = 5 . 0 8 , theory, two d i s k s , [ 1 2 j 

/ 
/ 

/ « _ _ R E d = 2 5 , numer ica l , two d isk t , [10] 

P r « 9 « n t resu l t * 

A. 
a2 

as 

RE REd 

138 5.52 

100(25) 

r=0.175 r=0.625 

+ 
X 

Fig. 2 Comparisons between theoretical, numerical, and experimental 
steady v(z)lt profiles 

v = r on the rotating cover; 

dw 
u = v= • dr 

=0 on the container axis. 

The modified pressure/? is obtained as in [7] by the solution 
of the following Neumann problem. 

r v
2 p = - v .[(v« v)v] 

dp_ 

dn 
= G(r,z); 

v and n are respectively the velocity vector and the normal 
direction to the boundary; G(r,z) indicates all p boundary 
conditions which are now specified. 

dp 1 1 d2(ru) 
on AB and DC (Fig. 1); dz 

dp 
dr 

dp 
dr 

Re r drdz 

1 d2w 
Re drdz 

= 0 on AD. 

A Fourier series expansion was used for the solution of this 
problem according to [7]; the Navier-Stokes equations were 
numerically treated by the M.A.C. method and steady 
solutions were approached as the limit of an evolution in time 
for /—oo. Details for both procedures are given in [7, 8 (p. 
194-201),9], 

The cases solved are now listed: Re = 100 and \ = 0.5; 1; 2; 
Re=138 and X = 0.2; Re = 900 and X = 0.5; Re = 1000 and 
X = 0 .5 ; l ;2 ;Re=1296andX = 0.33. 

The basic mesh dimensions were Ar=Az=0.05 and results 
are generally given for them. As will be seen later, such sizes 
yield a good agreement with data from other papers for 
Re = 100. So calculations were repeated with the halved mesh 
only for Re=1000, X = 0.5 and Re=1000, X=2, and com­
pared with the corresponding previous ones; they showed that 
the degree of convergence given by the basic mesh is 
satisfactory everywhere in the field of flow. See, for example, 
Figs. 6 and 7, where some halved mesh solutions are added. 
The largest departures were found to be not greater than 6 
percent both for the time-dependent and steady velocity 
profiles and are located along the chamber axis and the side 
wall. 

The time steps chosen, A?, were slightly smaller than the 
limits which meet the stability condition At< Vs. Re. Ar2 given 
in [7]. The halving of the time step with the basic mesh has 
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Fig. 3 Comparisons between theoretical, numerical, and experimental 
unsteady v(t)!r profiles 
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precisely no effect on results; this was proved in cases 
Re =1000, X = 0.5,andRe=1000,X = 2. 

An indication as to the incidence of artificial viscosity on 
numerical solutions in this paper was obtained by the 
evaluation of its coefficients which are proportional to Ar2, 
Az2, At2. Since in all cases they were estimated to be very 
small as compared with the dimensionless physical viscosity 
1/Re [9], it is believed that solutions are not invalidated by 
numerical diffusion; thus consistency is preserved even for 
Re =1000. 

3 Some Comparisons With Available Data 

Results from the case Re = 138, X = 0.2, compared with the 
steady and unsteady experimental data in [4], in which the 
same geometry is studied as in this work, make it possible to 
test the reliability of this numerical scheme. 

It must first of all be noticed that in [4, 10 and 11] (results 
from these references are cited in this paper) the distance d* is 
used to define the Reynolds number. Therefore 

Red = Re«X2. 

Bien and Penner [4] made their measurements in a chamber 
with X = 0.191. A grid for the flow field with this value of X 
would have required very small mesh sizes; thus X = 0.2 was 
assumed here in order to simplify the grid adjustment to the 
field dimensions. The aforementioned authors gave in­
formation for steady azimuthal velocity profiles at Red = 5.08 
(Re = 139); unsteady ones were instead measured at Red=5 
(Re = 137). To avoid repeating calculations twice, the solution 
in this paper was computed for the average value Re =138. 
Some points from it, as well as steady experimental data from 
[4] are set out in Fig. 2. The agreement is fairly good. The grid 
used does not allow one to calculate any value for r = 0.583; 
however, the r = 0.575 and r = 0.625 v(z) contiguous profiles 
are practically coincident; therefore points of the latter curve 
were marked on the figure as an interpolation for r = 0.583. 
Unsteady data are set out in Fig. 3. The numerical data 
transferred to the figure derive from an adequate in­
terpolation and are therefore comparable with experimental 
results. For small enough dimensionless time, values from this 
work are within the scattering of experimental results. In­
stead, 7 percent departures are revealed for 0.65<t< 1.2 The 
agreement seems to improve going towards the steady con­
ditions, as suggested by the present value. 

The case Re = 100, X= 1 was numerically solved by Pao [6] 
for the same geometry as above. Many corresponding profiles 

Table 1 Times to reach steady flow versus Re and X 

Re ^ \ ^ _ 

100 

1000 

0.5 

15 

67.5 

1 

20 

90 

2 

52.5 

195 

from that paper and this were compared and the agreement 
was always found to be excellent. Results in [6] were obtained 
by a very different approach, as use was made of steady 
motion equations. 

The data available in the literature did not enable us to 
make other comparisons for a finite cylindrical container 
besides those given above. 

As a premise to what is following, let us recall that the 
apparatuses in this paper and in [4] can be considered as made 
of two finite disks surrounded by a cylindrical shroud. The 
solutions for Re= 138, X = 0.2, and Re= 100, X = 0.5 outlined 
by points in Fig. 2 reveal the presence of a broad region of the 
fluid field (approximately 0.15<r<0.65) where v/r profiles 
as functions of z are almost independent of r. The figure 
shows a full overlapping for X = 0.2 and a noticeable closeness 
for X = 0.5 between the r = 0.175 and the r = 0.625 v/r 
sequences of marks. This has suggested comparisons with 
numerical results by Lance and Rogers [10] for two infinite 
disks, one of which is stationary. By the use of similarity 
solutions they transform the full Navier-Stokes equations into 
a system of ordinary, nonlinear, differential equations which 
are then treated by the Runge-Kutta method. The von Karman 
[12] similarity assumption states that v/r does not depend on r 
for two infinite disks. Data from [10] for Red = 25 and from 
this work for Re = 100, X = 0.5 are seen to be in agreement in 
Fig. 2. However, some discrepancies are found when u/r and 
vlr profiles for Re = 900, X=0.5, 0.15<r<0.65, and the 
corresponding data in [10] for Red = 225 are drawn on the 
same sheet (Fig. 4). In the borderline case of a simply dif­
fusive steady transport of momentum either the presence or 
the absence of the shroud would make no difference as 
regards the shape of v/r profiles. This explains why the 
shroud has a small effect inside the aforesaid radial limits 
when Re is small enough, since the azimuthal momentum 
transport is almost entirely diffusive. When a large con­
tribution to this transport is supplied by advection 
(Re =1000), the finite geometry makes all velocity com­
ponents very sensitive functions of/-. 

The applied numerical method ensures a fairly good 
agreement with the experimental results; the continuity 
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Fig. 5 Examples of u(f), v(t), w(r) behavior at some mesh points whose 
coordinates are quoted at the figure right edge 

equation is met by u and w local values with a high degree of 
accuracy (10~12 at worst). Numerical diffusion acts only 
weakly upon solutions whose degree of convergence is 
estimated to be good with reference to the halved mesh size 
calculations. The M.A.C. method supplies an 
0{Ar2; Az2; At2) accuracy for each discrete analogue to 
differential terms in the Navier-Stokes equations. Boundary 
conditions either are satisfied exactly or their accuracy is 
0(Ar2; Az2). Thus we believe that the results in this paper are 
a good approximation to exact solutions to the differential 
equations of motion. 

4 Results and Discussion 

Unsteady Flow. Plots of u(t) ,v(t), w(t) for many points in 
every field of flow computed have shown how steady local 
conditions are approached and what influence is exerted by 
Re and X. 

Some features are common to the three velocity com­
ponents. A general effect of an increasing Re at a constant X is 
to lengthen the time needed to reach steady local values; the 
same effect is noted for an increase in X at a constant Re (see 

Table 1). The curves u(t), v(t), w(t) may have different 
shapes even for contiguous grid points; sometimes they are 
spatially mutable in a quite sudden way. Thus in a flow region 
where a certain shape of behavior in time of a component 
largely prevails, some isolated inner mesh points may be 
found for which that component exhibits a different course. 

For Re = 100 the steady local values are generally reached in 
a very simple way whatever the chamber height; u (t), v(t), 
w(t) are very often monotonic increasing or decreasing 
functions according to whether their final values are positive 
or negative. For a few points these functions display no more 
than either one maximum or minimum which are more likely 
to occur near the upper portions of the chamber walls than 
elsewhere. As they were never found near the vessel bottom 
for all X, it is inferred that the increased distance from the 
rotating disk affects time functions in such a way as to smooth 
down the extreme values. An influence of X was observed, but 
it did not seem to lend itself to generalization. If the same 
functions are compared for the same coordinates in flow 
fields with different X's, no recurrent behavior or well-defined 
trends can be detected. For Re = 1000, particularly when 
X = 0.5, 1, u(t), v(t), w(t) have a much more complicated 
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Fig. 8 Streamlines for the flow In the X = 2 container 

structure than for Re = 100. For most of the mesh points they 
attain steady values after repeated oscillations which 
sometimes cause the functions to change in sign. As the waves 
were almost faithfully reproduced by calculations with the 
halved mesh, they are probably real, not numerical distor­
tions. The effect of the X change is clearly observed. If points 
at equal r and z are considered, the growth of this parameter 
yields more or less apparent modifications which may include 
the increase in the wavelength, the amplitude diminution of 

oscillations (roughly speaking, as they are never regular) and 
their reduction in number, particularly for X=2. The same 
effects on u{t), v(t), w(t) are induced by a growing z for 
fixed X and r, with some differences: Positions of the wave 
crests and troughs are shifted towards higher values of t, their 
heights are attenuated, and some of them may vanish. Time 
functions are monotonic for many, but not all, points near the 
bottom plate. 

Some peculiarities were noted for the v velocity component. 
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The v(t) for all mesh points inside the left half of the upper 
rotational boundary layer always exhibits a maximum for 
Re = 100 and X = 1, 2. When Re = 1000 and X = 2, v(t) curves 
do not show oscillations for many mesh points far enough 
from the rotating disk; there, v(t) curves have only one 
maximum. 

Several examples of evolution in time of the local velocity 
components are plotted in Fig. 5; the u(t) curve for r = 0.75, 
z = 0.125 is cut by the lower edge of the figure. Figure 6 shows 
how time progressively modifies the shape of two u(z) profiles 
for the case Re=1000, X = 0.5. In order to reduce the ex­
tension of figures, here and elsewhere, those plots with very 
prominent maxima and/or minima were cut; their ordinates 
were quoted whereas the values of their spatial coordinates, r 
or z, were not altered and are readable in the figures. This 
procedure was used in Fig. 6 for No. 1,2, 5 dashed curves. 

The evolution in time of one u(z) and two w(z) profiles 
for the case Re =1000, X = 2 is set out in Fig. 7. The radial 
boundary layer at the rotating disk is settled early (see solid 
lines) and there the u curve undergoes only minor 
modifications after a very short time from the beginning of 
the motion. Near the bottom base of the vessel the steady 
configuration is approached slowly. This also holds for the 
w(z) profile close to the chamber axis (dashed lines) which 

presents its minimum not far from the bottom base; the 
process of accelerating the upward stream takes all the time of 
the spin-up. This is not the case for the w(z) profile near the 
side wall (dot-dashed lines). A survey of the figure gives the 
idea of a slow, fatiguing, progressive propagation of the 
recirculating motion towards the deep regions of the chamber. 

Dimensionless times at which computations were stopped 
are quoted in Table 1. After these times steady conditions 
were deemed to exist everywhere, as azimuthal viscous and 
inertia forces were seen to be locally equal (consider equation 
(1) for steady conditions and [9]) throughout the flow field. 

The stream due to the v component only is called primary 
flow. Its evolution in time is very fast for points inside the 
upper rotational boundary layer; the slowest development 
occurs near the bottom end of the chamber axis. So spin-up 
times are functions of r and z. 

The combined action of u and w components generates the 
so-called secondary flow. Its evolution was followed by 
observing the modifications of the stream function surfaces, 
\\l/(r,z,t)\, which always showed only one maximum except 
for Re=1000, X = 2, 25<f<53; in this time interval two 
maxima coexist. The suspicion of a disagreement with what 
can be seen in Fig. 5 of [3] arose. In that figure two maxima of 
I \j/(r,z) I, or two flow cores, are drawn in the field of flow for 

Journal of Fluids Engineering MARCH 1982, Vol. 104/37 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2 Several quantities versus Re and A 
X 
Re 

P 

S 

c 

0.5 
100 

.792x10"' 

.513x10"' 

.338 

1000 

.713x10"' 

.602x10"' 

.592x10"' 

1 
100 

.951x10"' 

.756x10"' 

.343 

1000 

.102 

.627x10"' 

.611x10"' 

2 
100 

.101 

.772x10"' 

.343 

1000 

.145 

.622x10"' 

.625x10"' 

the steady condition of a case (Re= 1296, X = 0.33 according 
to definitions in the present paper) whose parameters are only 
slightly different from Re=1000, X = 0.5. So that case was 
checked and two flow cores were never found during the 
entire evolution of the fluid motion. 

Some words about the transport of the angular momentum 
tangential component seem useful. Distributions of tangential 
viscous and inertia force were followed during the 
development of the flow. For Re = 100, spin-up from rest is 
essentially driven by viscosity and then it is of a diffusive type 
for all X. When Re = 1000, inertia forces largely contribute to 
the angular momentum transport, particularly for the smaller 
values of X; a mixed diffusive and convective character is 
ascribed to it. But there is evidence that the increase in X at 
this Re tends to stress the diffusion phenomena. 

Steady Flow. No figure relative to the steady flow was 
included in the text for the sake of brevity. Figures are 
however available. The pattern of the steady flow is 
described. 

Azimuthal velocities become comparatively smaller and 
smaller near the bottom plate for Re = 100 and an increasing 
X. For X = 2 the fluid particles in the bottom half of the 
container have negligible v components. This is why the 
transport of angular momentum is almost only diffusive and 
the constraint of the boundary conditions prevents this 
quantity from penetrating the container deeply. Passing to 
Re = 1000, rotational boundary layers at the cover become 
thinner and, as for Re = 100, they are very weakly affected by 
the value of X. The smaller it is, the greater the v values are 
near the lower disk. There, they are now important in all 
cases. A conspicuous contribution to the transport of angular 
momentum is given by advection and the secondary flow is 
capable of conveying this quantity down to the bottom of the 
vessel. 

Effects of Re and X on the velocity components of the 
secondary flow were clearly pointed out. Well developed 
radial boundary layer are present at both end plates of the 
container for Re= 100 and X = 0.5, 1, but not for X = 2; in the 
latter case w velocities are vanishingly small near the bottom 
base where instead radial boundary layers are found for 
Re = 1000; for this value of Re they appear to be reinforced at 
both end plates of the shorter containers. The influence of X is 
weakly felt by u(z) curves near the rotating disk; instead its 
increase attenuates radial boundary layers at the bottom 
plate. 

As Re rises, the axial boundary layer along the side wall of 
the chamber becomes thinner, and the descending stream, 
whatever X may be, is quickened. The position of the minima 
of w(z) profiles near the chamber axis (one of such profiles is 
shown in Fig. 7) are shifted z-wise in passing from Re = 100 to 
Re = 1000, for which value they are located near the bottom 
plate. Thus the core of the ascending stream is more quickly 
accelerated to its maximum speed for Re =1000 than for 
Re =100. This maximum speed is not greatly influenced by 
the change of Re at X=0.5; the same cannot be said for X= 1, 
where the maximum ascending speed for Re =100 is never 
reached at Re = 1000, nor for the X = 2 container, in which a 
considerable increase in velocity takes place. The variation of 
X from 0.5 to 1 causes a growth of both maxima and minima 
for all w(z) lines; this effect is less apparent, or even op­

posite, for some profiles in passing from X= 1 to X = 2. For 
this increase at Re =100 the w component almost ceases to 
exist at the chamber bottom. There, the w negative values rise 
with X at Re = 1000 while positive ones attenuate. 

Many w(r) plots were drawn and analyzed. They showed 
that, regardless of the value of X, when Re = 1000, there is a 
restricted region of the flow core where the ascending stream 
is faster than the surrounding fluid near the bottom plate, but 
becomes slower travelling towards the cover. From the ob­
servation of the shapes of w(r) profiles in proximity to r = 1, it 
is deduced that the increase of X reinforces the flow in the 
axial boundary layer for both values of Re. As the intersection 
points between w(r) profiles and the abscissa (w is negative 
for a small r and positive for a great one) are shifted right by 
the rise of this quantity, a broadening of the ascending stream 
is caused for any value of X. 

Figures 8 and 9 show the pattern of the secondary flow for 
the six cases computed. Streamlines for X = 0.5 were drawn at 
the top of Fig. 9. For Re = 100 equally labelled streamlines run 
over much more restricted regions of the motion field than for 
Re =1000, particularly when X = 2. It is confirmed that the 
rise in X progressively enlarges the areas where all velocity 
components are very small or tending to extinction if Re is 
kept within the viscous range. When Re = 1000 the secondary 
flow is not so sluggish at the chamber bottom, and there 
radial boundary layers can then develop. 

5 Some Remarks on Several Computed Quantities 

Three quantities have been calculated to characterize the 
operation of the apparatus and are quoted in Table 2 in terms 
of Re and X. 

Primary volumetric flow rate is defined as 

p * (. X <• 1 

——8=P= vdrdz. 
Q*R*i Jo Jo 

It is an indication of the effectiveness of the disk in driving the 
fluid into rotational motion. The chamber volume expansion 
causes P to increase for a fixed Re. One must note that for 
\ = Q.5 P decreases in passing from Re = 100 to Re =1000; the 
contrary is true for X= 1, 2. When Re is raised in a shallow 
vessel, the diminution of the rotating disk driving effect 
overcomes the increasing importance of advection in 
redistributing angular momentum and P decreases. The 
contrary happens when X> 1. 

Secondary volumetric flow rate is defined as 

Q*R* 
= S=27rr, f ' udz 

if use is made of the radial velocity component; rj and zi are 
the coordinates of the toroidal vortex center. S is the well-
known indication of the pumping effect of the rotating disk. 
It is not very sensitive to Re and X changes within the ranges 
here investigated. 

Torque coefficient is calculated by the following ex­
pression: 

'Ap*a 

* 4x ("' 

*2R*5 m Re Jo 
dv 

Hz 
T2»dr. 

C,„ is not substantially varied by a change in X if Re = 100, 
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and only weakly so if Re = 1000. But it is strongly decreased 
by the rise in Re for any value of X. The pumping effect in­
creases with X for Re = 100; the best S is found for a small Re 
and a large X, but its cost in terms of Cm is not the least. From 
this viewpoint the condition Re = 1000, X=l is centainly the 
most advantageous (consider the Cm/S ratio). If one wanted 
to reinforce P, the best condition would be Re= 1000, X = 2, 
with which the least Cm/P and S/P ratios are also connected; 
the smallest S for the unitary P would be driven into cir­
culation. 

Cm =0.31 is calculated in [6] for Re= 100; X= 1. This value 
must be doubled if one wants Cm for a disk rotating in the 
mid-height position of a container with X = 2. The first value 
agrees fairly well with the corresponding datum in Table 2 if it 
is remembered that C„, in [7] is said to be under-estimated. 
The second value makes it possible to compare C,„ values for 
Re = 100 and two different positions of the rotating disk in the 
same X = 2 container. It is Cm =0.62 for the disk in the central 
position versus C,„ = 0.34 (Table 2) when it is at the top end of 
the chamber. 

6 Conclusion 

It was found that all aspects of this case of spin-up from 
rest are influenced by both Re and X parameters. Somewhat 
different evolutions of the unsteady flow were observed for 
Re =100 and Re =1000. In the first case the transport of 
angular momentum is essentially diffusive; in the second case 
a redistribution of this quantity is operated by the centrifugal 
action of the rotating disk and its transport appears to have a 
mixed diffusive and convective character. 

An increase of X at Re =1000 tends to stress the viscous 
behavior. 

Steady solutions for v show that the rotational flow is brisk 
in the whole chamber only for small values of X. When this is 
raised, most of the fluid cannot acquire a large amount of 
angular momentum whatever the Re number is. The rotating 
disk is not capable of supporting an active rotational flow at a 
great distance; almost motionless regions exist there, which 
extend more and more with an increasing X. 

The same can be said for the secondary flow if Re = 100. 
When the chamber is elongated, the pumping effect of the 
rotating disk is less and less capable of activating a secondary 

circulation in such a way that u and w magnitudes can be of 
the same order near to and far from the cover. The case X = 2 
is significant. There is instead only a slight unbalance between 
top and bottom u and w steady values for Re = 1000 and any 
value of X in the investigated range. 

The calculation of P, S, Cm has thrown light on how several 
integral effects and their modifications are linked to the 
geometry and operating conditions of the apparatus; a 
criterion for the use of these effects is thus immediately at our 
disposal. 
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Discharge Jet Interaction With 
Multiple Port Diffusers 
A model for the flow dynamics and mixing in the near-field of a multiple port 
outfall diffuser is postulated. It employs the equations for gross conservation of 
mass, momentum, and buoyancy of the fluid in the discharge jet or plume. These 
equations are obtained by assuming flow similarity and then integrating over the 
cross-sectional area of the plume. Two distinct interactions of the discharge jets or 
plumes are included in the model. These are the interaction of the individual round 
jets from the diffuser ports and the merging of the plume from either side of the 
diffuser, over the top of the diffuser. The resulting equations are closed by the 
"entrainment assumption" and solved numerically. Results provide the velocity, 
width, and dilution of the jet or plume. Calculations were made for a number of 
cases where experimental results were available. The model gives reasonable 
agreement with the experiments over a wide range of discharge conditions and over 
the complete range of flow patterns. In most cases it slightly underestimates the 
mixing or dilution. Therefore the model should be useful in determining the 
minimum dilution that can be expected from any marine outfall. 

Introduction 

A rather common problem in hydraulics is the disposal or 
discharge of a quantity of waste liquid into a large volume of 
surrounding ambient water. The situation encountered most 
often is the disposal of wastewater from a sewage treatment 
plant or the discharge of condenser cooling water from power 
generating facilities. If the amount of toxic materials in the 
effluent is small, it is usually possible to achieve an acceptable 
environmental or public health impact simply by diluting the 
effluent with the background water. The problem then 
becomes the fluid mechanics of how to mix the effluent with 
the background water as much and as rapidly as possible. This 
has received considerable attention in the past 20 years, 
primarily because of the construction of rather large waste 
treatment and power generating facilities. 

The usual geometric arrangement to promote mixing is to 
inject the effluent through a multiple port diffuser at the end 
of the discharge pipe. This type of diffuser consists of a series 
of holes or ports spaced at certain intervals along the pipe. 
The ports are usually located on each side of the pipe and 
alternated to prevent flow instabilities via oscillating flow 
between the ports. A typical configuration is shown in Fig. 1 
and Brooks [1] has given a rather complete summary of design 
considerations for this type of outfall diffuser. 

As is shown in Fig. 1, the discharge from a multiple port 
(multiport) diffuser initially consists of a series of round 
horizontal jets. These jets are driven outward by the discharge 
momentum and usually upward because the effluent is less 
dense than the background fluid. As the round jets entrain 
fluid, their diameter increases and ultimately the individual 
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JETS 'I PLUME 

Fig. 1 Schematic of round jet interference plan view 

jets begin to interfere with each other. It is generally accepted 
(Koh and Fan [2], Jirka and Harleman [3], and Shiranzi and 
Davis [4]) that the individual round jets interact to form a 
two-dimensional or slot jet. The situation is depicted in Figs. 1 
and 2, where the resulting flow field, after interaction of the 
round jets, is a two-dimensional buoyant plume rising from 
either side of the diffuser pipe. These plumes continue to 
entrain fluid as they rise. Because there is a limited volume of 
background fluid between the two plumes, they move toward 
each other due to conservation of the mass between the two 
plumes. If the receiving water is sufficiently deep, the two-
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ROUND 
JETS 

Fig. 2 Schematic of two-dimensional plume merging to single vertical 
plume. End view. 

dimensional plumes will eventually merge together as they rise 
and form a single vertically rising plume. It is a plume in the 
true sense, because the horizontal discharge momentum has 
been canceled and the only driving mechanism is the 
buoyancy of the less dense effluent. The merging or joining of 
the two-dimensional plumes has been observed in the field 
and has been demonstrated by the laboratory experiments of 
Liseth[5]. 

Therefore, although the effluent discharge from a 
multiport diffuser begins initially as a series of round 
horizontal jets, these jets usually interact very quickly to form 
a two-dimensional plume. The plumes on either side of the 
diffuser then merge over the diffuser and result in a single 
vertically rising plume. If the diffuser is located in deep water, 
the details or fine structure of the flow patterns do not greatly 
alter the final flow geometry or dilution of the effluent as it 
reaches the surface (or a terminal level). This has been 
demonstrated by the numerical experiments of Wallis [6]; 
and, in fact, Koh and Brooks [7] have utilized this observation 
to obtain preliminary estimates of dilution by simply con­
sidering only a vertical plume. The reason this is accurate is 
because the discharge momentum is quickly dissipated, by 
turbulent entrainment, and thus the primary long term driving 
mechanism is buoyancy. 

In shallow water, however, the round jet interaction and the 
subsequent merging of the two-dimensional plumes may not 
have been completed before the rising effluent reaches the 
background water surface (or the terminal level). Here the 
dilution, velocity, and configuration of the discharge plume 
does depend on the degree of interference that has occurred 
between the jets. Therefore an accurate calculation of the 

mixing requires an analysis of the round jet interference and 
of the merging of the two-dimensional plume. This paper 
provides a rather simple model for these two processes, but 
one that agrees reasonably well with existing experimental 
data. 

In some cases, particularly in shallow water, high volume 
thermal discharges may modify the flow field far from the 
diffuser. This situation has been considered by Jirka and 
Harleman [3] and is not considered here. However, the 
present interaction model would still apply for the near- field. 
Finally, most design calculations are for "worse case" 
conditions or the set of circumstances that produces the least 
mixing. Usually this is zero current, although the recent work 
of Nospal and Tatinclaux [8] indicates that this may not 
always be the case. Therefore this paper deals with multiple 
jet interaction in the near-field and with zero background 
current. 

Model 

The model utilized has its origin in the classical work by 
Morton, Taylor, and Turner [9] and by Priestley and Ball 
[10]. They assume quasi-similarity in the sense that the mean 
flow is self-similar and that the turbulent entrainment can be 
directly related to the mean flow. In this approach, the 
equations of motion are integrated over the cross-sectional 
area of the jet or plume to give "gross-flux equations." For 
example, the equations used by Morton, Taylor, and Turner 
[9] are conservation of mass, momentum, and buoyancy. 
They close the system of equations by the "entrainment 
assumption," which asserts that the velocity at which the 
background fluid is drawn into the jet or plume (the en­
trainment velocity) by turbulent diffusion can be related to 
the mean flow parameters. One of the first applications of this 
approach to outfalls was by Fan [11] and by Fan and Brooks 
[12]. There have been numerous other approaches and im­
provements basically using this method. Morton [13] gives an 
excellent discussion of the various different conservation 
equations that have been used and the particular advantages 
of each. When using the entrainment assumption, the en­
trainment velocity is usually related to the mean flow velocity 
at the jet or plume centerline by use of an entrainment 
coefficient. The entrainment velocity being the entrainment 
coefficient times the mean velocity at the centerline. The 
question of the functional relation between the entrainment 
coefficient and the mean flow quantities has been considered 
in detail by List and Imberger [14]. At approximately the 
same time, Jirka and Harleman [3] suggested a specific 
relation for the two-dimensional buoyant jet, based in part on 
the work of Fox [15]. In the work considered here, the 
discharge momentum is very quickly dissipated and for most 
of the calculation the discharge is essentially a plume. 
Therefore, the present calculation uses a constant value of 
entrainment coefficient, typical of that recommended by 
Brooks [16] for plumes. The actual values are given in Table 

Nomenc l a tu r e 

b = jet or plume width 
Fo = densimetric Froude No. based 

on port diameter 
g = acceleration of gravity 

Hm = height of plume use before 
merging 

K = plume translation coefficient 
L = port spacing (cf., Fig. 1) 
n = coordinate normal to plume 

axis (two-dimensional plume) 

r = radial coordinate normal to 
plume axis (round plume) 

s = distance along jet or plume 
axis 

u = jet or plume velocity 
Ve = entrainment velocity 
V„ = plume translation velocity 
x = horizontal coordinate 
y = vertical coordinate 
a = entrainment coefficient 

6 = angle of plume axis with 
horizontal 

X = spreading coefficient 
(\2= Schmidt no.) 
density of fluid in jet or plume 
density of difference between 
jet or plume fluid and 
background fluid 
density of background fluid at 
discharge port 

pa = density of background fluid 

Ap 

Po 

Journal of Fluids Engineering MARCH 1982, Vol. 104/41 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Values of en trainmen t coefficient a and spreading 
ratio A used for the calculations 

a A 

Round jets 0.082 1.16 
Slot and vertical plume 0.14 1.0 

1. When the assumptions and restrictions that follow are 
considered, the use of a constant entrainment coefficient 
seems appropriate. 

The discharge leaves the diffuser as a series of round jets 
and the model starts by applying the procedure to the in­
dividual round jets. Initial conditions are the jet diameter and 
velocity, as computed from the hydraulic analysis (cf., Sorrell 
[17]). These are corrected for the transition from ap­
proximately uniform flow out of the port to the assumed 
Gaussian velocity profile by using the results of Albertson, et 
al. [18]. This results in a velocity profile of the form: 

u(r>s) = u(s)e-r2/l>1 (1) 

where u = centerline velocity, s = distance along the jet or 
plume axis, r= the coordinate normal to the plume axis, and 
b = the (local) plume diameter. In order to allow for different 
rates of spreading (different effective diameters) between 
mass and momentum, the density profiles are represented by: 

Pa-P(SS) = Pa-PJS) c_r2/(m2 ( 2 ) 

Po Po 

where p0 = the ambient or background density at the 
discharge location, pa = the ambient density, p (s) the density 
of the fluid in the jet or plume, and Xi = the ratio between the 
mass transfer diameter and the momentum transfer diameter 
of the jet or plume. As such X2 is the turbulent Schmidt 
number which is assumed constant and is usually found to be 
somewhat larger than one. 

These profiles are then integrated over the area of the jet or 
plume to yield gross flux conservation equations. In the 
present approach, equations for conservation of mass, 
momentum, and buoyancy are obtained. Brooks [16] gives a 
summary of this calculation and a report by Ditmars [19] 
provides a detailed description of the procedure as applied to 
a single round jet. After integration and some subsequent 
manipulation, one obtains a set of total differential equations 
for the centerline velocity, u, the jet or plume diameter, b, the 
buoyancy p — p{s), the angle of the jet or plume axis with the 
horizontal, 0 and the x and y coordinates of the axis. These 
equations are: 

du = 2gXi2(pg-p)sin9 _ 2ot, M 

ds up0 b 

du 2alg\l
2(pa-p)sme 

ds uLpd 

d(pa-p) 1 + Xi2 dpa . 2X,(pfl-p) 
= —- sine (5) 

ds Xj dy b 

dd 2gkl
2(pa-p)cos6 

= j (6) 
as uAp0 

dx (7) 
—;— =COS0 
ds 
dy 

-f- =sin0 (8) 
ds 

Using the previously established initial conditions, these 
equations are then integrated numerically. Two numerical 
procedures were used. One was an extrapalation algorithm 
developed by Bulirsch and Stoer [20] and the other was a 
modified Adams predictor-corrector algorithm developed by 

Gear [21]. Neither technique proved superior to the other, 
either in computational costs or in accuracy. The use of two 
different computational techniques does increase confidence 
in the accuracy of the results. The calculation proceeds 
assuming a round jet until the diameter of the jet, b, equals 
some fraction of the port spacing L (cf., Fig. 1). At this time, 
the computation switches the model from a round jet to a two-
dimensional or slot plume. This approach to round jet in­
terference had been suggested previously by Cedewall [22] and 
utilized by Jirka and Harleman [3]. An alternate criteria for 
transition has been suggested by Koh and Fan [2] based on 
equal entrainment rates. While this may be more satisfactory 
from a philosophical view, the result is essentially the same as 
the previously proposed criteria. Implicit in this procedure is 
the assumption that the transition from a self-similar round 
plume to a self-similar two-dimensional plume is quite rapid. 

The model thus produces transition from round to slot 
plumes when the round plume width equals some fraction of 
the port spacing. Present calculations were made using 
equivalence of the two, b = L. The transition provides a slot 
plume whose initial width is that of the round plume before 
transition, which is also the port spacing L (cf., Fig. 1). The 
initial centerline velocity and concentration in the slot plume 
are assumed to be equal to those of the round plume im­
mediately before transition. The initial conditions for the slot 
plume are thus established. 

If merging of the slot plumes is not a consideration, the 
integral technique can then be used to continue the 
calculation. The equations and procedure have been sum­
marized by Brooks [16]. A detailed description with constant 
entrainment coefficient is given by Sotil [23] and with a 
variable entrainment coefficient by Jirka and Harleman [3]. 
However, if the merging of the two slot plumes from either 
side of the diffuser is to be considered, some modification of 
this procedure is required. 

In order to model the merging of the slot plumes, the 
following mechanism is postulated. Before the round plumes 
begin to interact, the volume of background fluid between 
these plumes is basically unrestricted and thus there is very 
little, if any, tendency for the round plumes on either side of 
the diffuser to move toward each other. After formation of 
the two-dimensional or slot plume, flow of the background 
fluid into the region between the plumes can occur only at the 
ends of the diffuser and is thus severely restricted. Ac­
cordingly, merging of the two-dimensional plumes is assumed 
to begin after the transition from the round to the two-
dimensional plumes. When this occurs, the two-dimensional 
plume is shifted, normally to the centerline, toward the 
diffuser. This is because the background fluid between the 
two plumes is restricted in volume and is being entrained into 
the plume. Moreover, it is argued that the shift of the plumes 
(toward each other, see Fig. 2) is directly related to the en­
trainment velocity. The present model assumes that the 
plumes move toward each other at some fraction of the en­
trainment velocity. Implicit in this is the assumption that the 
entrainment is unchanged by the merging process. 

The gross-flux equation for the slot plume is thus modified 
by inclusion of a velocity normal to the plume axis. This 
velocity is: 

V„=KVe (9) 

where V„ is the velocity of the plume normal to its axis (see 
Fig. 2), Ve is the entrainment velocity, and K is some constant 
less than or equal to one. Using the concept of an entrainment 
coefficient, a2, the equation becomes: 

V„ =Kct2u (10) 

where u is the centerline velocity. It is reasonable to expect the 
merging to become more pronounced (larger shift normal to 
the plume axis) as the plume rises. Therefore, the original 
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intention was to vary K through the calculation and to 
determine the most accurate way to do this from experiments. 
However, as discussed in the next section, due to a lack of 
relevant experimental results, simply selecting K = 1 was all 
that reasonably could be done. 

Again, Gaussian profiles are assumed for the velocity and 
density distributions in the two-dimensional plume. That is 
the two-dimensional velocity given by 

u(n,s) = u(s)e-"2/b2 (11) 

where u= the center velocity as before, « = the coordinate 
normal to the plume axis, and b = the (two-dimensional) 
plume width. The profile of density deficiency with respect to 
the ambient density is given by 

pa-p(s,n) pa~p{s) 

Po Po 
e~"/Mib) 

where the density symbols, p, take the same meaning as in 
equation (2). Again X2 is the turbulent Schmidt, but, in this 
case, for a two-dimensional plume rather than the round jet 
or plume. Values that were used for ax and a2 and of Xj and 
X2 are provided in Table 1; these values have been suggested 
by Brooks [16]. Using these expressions, the two-dimensional 
plume is also integrated over its area to yield gross flux 
conservation equations. These equations, including the terms 
to account for the merging of the plumes, are as follows: 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

All symbols in these equations have been defined previously. 
The terms on the right of equations (15-17) (enclosed by the 
square brackets) are the additional terms added to model the 
merging process. 

The trajectory of the two-dimensional plume is computed 
and the inner and outer edges of the plume calculated at each 
step. This edge is defined as the width where velocity has 
decreased to 1/e2 of centerline velocity. The inside edge of the 
plume is that side closest to the diffuser. If the inside edges of 
both plumes overlap, the plumes are then assumed to have 
merged. Because the flow pattern is symmetric, this occurs at 
x = 0. Therefore, the merging criteria is when the inner edge of 
the plume intersects the.y - axis. After this occurs, the model 
makes the transition to a single vertically rising plume. The 
initial conditions for the vertical plume are an initial width of 
twice the single plume (two individual plumes have merged), 
and initial velocity and concentration equal that of the two-
dimensional plumes before merging. The calculation is then 
completed, i.e., carried to the surface or to the computed 
terminal level, as a single vertically rising plume. Numerically, 
this is a special case of the two-dimensional plume and is quite 
easily carried out. Figure 3 shows a graph of the previously 
defined edges of a plume. The calculation is for 9.15 cm (0.30 
ft) dia ports, spaced 731 cm (24 ft) apart on each side of the 
diffuser and with a discharge velocity of 192 cm/s (6.3 ft/s). 
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Fig. 3 Computer plot of calculated plume geometry 

The discharge is fresh water into weakly stratified seawater. 
The seawater density at the diffuser is 1.025 gm/cm3. The 
transition from round to a two-dimensional plume occurs at a 
height of 2130 cm (70 ft) above the bottom. The foregoing 
parameters were chosen to model the Orange County, Calif., 
marine outfall. 

In summary, the model considers two distinct interactions: 
(a) The interaction of the individual round jets from the 
diffuser ports to form a two-dimensional plume. The in­
teraction criteria is based on a comparison of the round jet 
width to spacing or distance between jets, (b) Merging of the 
two-dimensional plumes rising on either side of the diffuser. 
Merging criteria are based on overlapping of the inner edge of 
the plumes. 

Results 

Because of the large number of parameters that are used in 
a complete calculation, it was not considered feasible to give 
general results either in tabular or graphical form. Rather, 
specific results are given for prescribed discharge conditions, 
stratification, and diffuser parameters (dia, spacing). One of 
the first objectives was to compare computed and ex­
perimental results. This was done not only to investigate the 
validity of the model, but also to try to determine the proper 
range of values for K as defined by equation (9). It is in­
teresting that, in view of the large quantity of high quality 
analysis devoted to this problem, only a meager amount of 
experimental work has been undertaken. Of the experiments 
reported in the literature, those by Liseth [5] seem the only 
one suited for the present purposes. These experiments were 
on the discharge from a model of a multiport diffuser and 
were conducted in the laboratory. Liseth [5] reports results 
from a large number of experiments in which he measured 
dilution at the jet or plume centerline. In addition, some 
concentration profiles normal to the axis of the diffuser were 
also measured and pictures were taken of the flow pattern. 
These were the only data found from which the location that 
the plumes merged could be determined. In order to evaluate 
several choices for K, the numerical model was run at all the 
cases where there was experimental data for the height at 
which the plume merged. The results indicated that a value of 
K = 1 gave reasonable agreement. Because this was a larger 
value than expected, an additional approach was used. 

In a number of the experiments, the port spacing (L in Fig. 
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Table 2 Comparison of computed and experimental values 
Diffuser characteristics 

Port dia = 0.373 cm 
Port spacing = 10 cm 
Discharge vel. = 84 cm/s 

Computed Values 

Round jets merge 
s = 25 cm 

Vertical plume 
s= 106 cm 

Comparison at 
s = 40 

Width 

Dilution 

Height = 12 cm 

Height = 92 cm 

Height = 25 
measured 
22-24 cm 

41-43 

Froude no. = 24 

calculated 
19.5 cm 

34 

100 

o 80 
h-
_l 

5 

S 60 
% 

EA
S 

2 40 

1) was sufficiently close that the round jets interact very 
quickly. In this situation, transition into the two-dimensional 
plume occurs very near the diffuser and the subsequent 
merging into a single vertical plume should be primarily 
because of entrainment into the two-dimensional plumes. 
Thus the merging must occur relatively independent of the 
round jet interaction. This was modeled numerically by 
assuming an equivalent two-dimensional plume initially, that 
is, beginning at the diffuser. This model should merge at least 
as quickly as the experiments, and thus the value of A' 
determined in this manner should be a minimum value. The 
value so determined was approximately K=l. On the other 
hand, the maximum value that one would expect from 
consideration of mass conservation is K=\. Therefore this 
value was chosen for the subsequent calculations. 

It is rather surprising that in order to achieve merging of the 
two-dimensional plumes as rapidly as observed ex­
perimentally, they must move toward each other with a 
velocity at least as large as the entrainment velocity. This 
observation is relatively independent of the processes that 
occur in the round jet or plumes and thus it would appear to 
validate the assumption that the merging begins only after 
transition to the two-dimensional plume. It would therefore 
rule out some motion toward each other before transition to 
two-dimensional plumes as an explanation of the relatively 
large value required for K. A possible explanation is the 
generation of a pressure field that would promote merging in 
addition to that which occurs from simple mass conservation. 
Clearly, the model is too crude and the experiments too sparse 
to explore this further. 

In analysis of his experiments, Liseth [5] also developed a 
criteria for merging of the plumes above the diffuser. He 
found that the height at which the plumes merge, Hm, could 
be given approximately by: 

x = F o 

where L is the port spacing and Fo the densimetric Froude no. 
at the discharge port. While this expression probably agrees 
with data, as well as the presently proposed model, it is related 
more to the round jet parameters than to the two-dimensional 
plume parameters. Inclusion of the port spacing does mean 
that the location of the transition from round to two-
dimensional plume is considered indirectly. However, if the 
presently proposed model is an accurate description of the 
process, Liseth's expression for the merging height would 
appear to put too much dependence on the round jet 
characteristics. Additional experiments over a wider range of 
port spacing and Froude no. would certainly help clarify the 
situation. 

Using a value of K= 1, the numerical model was employed 
to make a comparison with most of the experimental results 
of Liseth [5]. Table 2 provides a comparison of data where the 
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CALCULATED DILUTION 

Comparison of calculated and measured values of dilution 
O single round jet 
• Round jet plus two-dimensional plume 
A Round jet plus two-dimensional plume plus vertical plume 

width of the plume was measured. These data are after the 
round jet interaction has occurred, but before the single 
vertical plume is established. Thus they do not provide a test 
for the merging of the plume. The calculated and measured 
widths agree reasonably well; however, the measured values 
of dilution are significantly larger than the computed values. 
Recall that these are centerlines or maximum values of 
concentration (minimum dilution). One explanation is that it 
may be difficult to experimentally measured the local 
minimum value of dilution. This is partially because the 
location of the jet or plume centerline may not be known very 
accurately. With the computer model, however, it is a simple 
matter to extract the maximum concentration. This is possibly 
one reason the measured values of dilution are always larger 
than the computed values. 

This observation points to an inherent difficulty in using 
concentration or dilution for comparison of results. Although 
the dilution is the parameter ultimately desired, it is an in­
sensitive indicator of the actual flow pattern or flow 
dynamics. Measurement of flow velocity or of plume width 
would provide more precise and useful data for comparison 
with theory or other experiments. 

Most of the data provided by Liseth [5] is in the form of 
centerline dilution for various discharge and diffuser con­
ditions. In an attempt to provide a concise comparison of all 
results from the present model and these experiments, the 
format shown in Fig. 4 was chosen. This provides a plot of 
measured dilution versus computed dilution for the complete 
range of flow patterns and discharge parameters given by 
Liseth [5]. Figure 4 indicates reasonable agreement over the 
entire range and is probably the best argument for confidence 
in the model. As with the previous comparison, all measured 
values of dilution are as large or larger than the computed 
values. A possible reason for this was mentioned earlier. 
Because the model consistently underestimates the dilution (as 
compared to experiments), it provides a conservative estimate 
of the dilution from any diffuser design. 

Summary and Conclusions 

The discharged effluent in the near-field or mixing zone 
from a multiport diffuser was modeled. The model uses the 
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gross-flux equations of mass, momentum, and buoyancy and 
is closed by the entrainment assumption. The interaction of 
the round jets from the individual diffuser ports was modeled 
by a transition from round jets to a single two-dimensional 
plume. This was assumed to occur when the width of the jet 
reaches some fraction of the port spacing. The resulting two-
dimensional plumes from either side of the diffuser then 
merge over the top of the diffuser. This is believed to occur 
because the volume of background fluid available to be en­
trained into the plumes is restricted by the plumes themselves. 
It is modeled by assuming the plumes translate toward each 
other at some fraction of the entrainment velocity. 

Results calculated by this model were compared with 
previously reported experimental data and it is found that 
translating the plumes at the entrainment velocity yields good 
agreement. Although this is a higher velocity than expected 
from physical reasoning, it does appear to provide the best 
agreement. This can be because too few experimental data 
points were available to permit an accurate comparison; or 
because an additional mechanism, other than entrainment of 
the background fluid, causes the plumes to merge together. 

The dilution as computed by the model was compared with 
experimentally measured values over as wide a range of 
discharge conditions as there was experimental data. In view 
of the large amount of analysis on this particular problem, 
there has been surprisingly little experimental work. Thus 
there was not a great deal of data with which to compare the 
model. Additional data on the process by which the plumes 
merge is especially needed. Moreover, it is concluded that 
while dilution is the parameter of greatest interest to the 
engineer, it is a fairly insensitive measure of the flow 
dynamics in the mixing zone. Therefore, the measurement of 
the velocity profile or possibly some other parameter would 
be more useful in understanding the details of the near-field 
and in comparing different results. 

The present model does give reasonable agreement with the 
experiments over a fairly wide range of discharge conditions 
and over the complete range of flow patterns. In most cases, it 
slightly underestimates the dilution. Thus the model should be 
a useful tool in helping design engineers determine the 
minimum mixing that will occur in the discharge from any 
multiport diffuser. 
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Transverse Oscillations of a 
Vertical Pile in Wawes 
A cantilevered pile, flexible only in the transverse direction, has been submitted to 
wave action. It has been found that resonance transverse vibrations, with natural 
frequency f„, are induced by eddies shedding in waves having frequency fw = 1, 
1/2, 1/3, l/4f„. A lock-in effect has been observed within the range of0.9f„ < f„ 
< 1.1 /„ . Results of a simple mathematical model find reasonable support in the 
experiments. 

Introduction 
It is well known how a rigid cylinder, placed in a steady 

stream, is subjected to a fluctuating lift force due to vortex 
shedding, acting in a direction perpendicular to the flow. The 
frequency of vortex shedding is correlated by the Strouhal 
number with the flow velocity and with the diameter of the 
cylinder. 

If the cylinder is flexible, or elastically mounted in the 
direction perpendicular to the stream, vibrations are induced 
by the vortex shedding. When the natural frequency of the 
cylinder approaches the Strouhal frequency, its oscillations 
can increase and can drive the eddies to shed with natural 
frequency or with a frequency ranging between natural 
frequency and that of Strouhal [1]. The effect of syn­
chronization is that of increasing the eddies' strength [2] and 
the in-line drag force [3]; aside from expanding at the same 
time the resonance range of velocity in which the cylinder 
oscillates with large amplitudes, leading to possible negative 
consequences. 

Keulegan and Carpenter [4] have made measurements on 
submerged horizontal cylinders placed in the node of a 
standing wave and have shown that the eddy shedding 
frequency is primarily dependent on a nondimensional group, 
subsequently called Keulegan-Carpenter number, KC = 
UMT/D in which UM = the maximum horizontal water 
particle velocity; T = the wave period; and D = the cylinder 
diameter. The physical meaning of this parameter is a 
measure of the ratio of the water particle displacement to the 
cylinder diameter. For a rigid cylinder in oscillating flow, 
eddy separation has not been observed for KC less than 
approximately 4, so that in this range there is no lift force due 
to vortex shedding. 

Sarpkaya [5] has studied the dependence of lift coefficient 
CL on KC for a horizontal cylinder immersed in a 
bidimensional harmonically oscillating fluid. He found the 
possibility of four lift frequencies/,,, for a given flow cycle, 
with a predominant lift frequency twice the frequency f„ of 
the oscillating flow. The measured lift coefficient CL shows a 
maximum at KC = 10 with/„ = f„ or/„ = 2fw respectively 
corresponding to the shed of one or two vortices in a half 
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cycle. Another maximum is found at KC= 18; for this value 
of KC, the dominant vortex shedding frequency is /„ = 2fw 
corresponding to the shed of two vortices in a half cycle. 

For a vertical cylinder in waves, there are important dif­
ferences from the case of a cylinder in harmonic oscillating 
flow where the particle paths are straight. We should notice 
that the former is more interesting when it comes to ap­
plications. Water particle displacement in waves diminishes 
with depth, while the particle paths are orbital. Such dif­
ferences are sharper for deep water waves than for shallow 
water waves. 

Isaacson and Maull [6] have studied the lift force acting on 
a rigid vertical cylinder in a wave oscillating flow as a function 
of the Keulegan-Carpenter number, of the Reynolds number, 
and of two other dimensionless groups: the water depth 
parameter Nd = 2-icd/L and the wave steepness parameter Np 
= 2-KH/L, Here d is the mean water depth, L the wave length, 
and H the wave height (trough to crest). They have found an 
effective dependence of the lift coefficient on KC and Nd. 
They have observed that for KC<2 no vortex formation is 
discernible. For KC = 4, a pair of vortices are formed, but 
they do not break off the cylinder. In the range 6<KC<15, 
one eddy is shed per half cycle, while for KC = 16, two eddies 
separate completely in a half cycle. 

Chakrabarti, et al. [7], by analyzing the spectra of lift force 
acting on a rigid vertical cylinder in waves, have found that 
for KC<7, fv/fw is 1; for 7<KC<15, /„/ /„ is 2; for 
KC> 15, fv/f„ is 3. They have also found that the lift force 
for KC = 15 is greater than in line force. 

Recent papers [8, 9], have reported that the reduced velocity 
Ur = UM/f„D is one of the most important parameters 
governing the resonant oscillations. Here/„ is the in-water 
natural frequency of the cylinder. 

Sarpkaya and Rajabi [8] have shown that perfect lock-in 
occurs when the reduced velocity assumes a value of 5.5, and 
have found that, at perfect synchronization, the lift coef­
ficient CL is amplified by a factor of about two related to that 
for a nonoscillating cylinder in harmonic flow. 

Zedan, et al. [9], have investigated the dynamics of can­
tilever piles in response to wave excitation under vortex 
shedding in lock-in conditions. 

To correlate the results of different tests, they had iden­
tified a nondimensional number G = (y^Ms/D) (EI/pU\, 
CLdA) called top transverse deflection parameter. 

46/Vol. 104, MARCH 1982 Transactions of the ASME 
Copyright © 1982 by ASME

  Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



r FLUME WALL 

DIRECTION OF 
OSCILLATION 

STIFFENING STRIP 

LEAD BALLS 

DIRECTION OF 
J 

WAVE ADVANCE 

Fig. 1 Sketch of cylinder (not to scale) Fig. 2 Force and moment measuring setup 

The parameter G is proportional to the root mean square 
top displacement JRMS. to the pile stiffness EI/d3, and in­
versely proportional to the forcing lift function pUl,CLDd. 
Perfect lock-in occurs in their tests for Ur = 5.5, Ur = 5.75, 
Ur = 7.3. 

The work herein reported may be considered as a first 
approach to the analysis of the interaction between the eddy 
shedding in waves and the motion of a flexible cylinder. 

After having observed in a previous preliminary work [10] 
the complexity of the phenomena, when the pile is left free to 
oscillate in all directions, it was decided to study separately 
the response of a flexible cylinder only in the in-line direction 
and, afterwards, the response in the transverse direction. 

The results of the former research have been summarized in 
paper [11], so we report here only the results of the second 
case. 

Description of the Apparatus 
The experimental channel was a concrete tank with glass 

windows having an overall length of 30 m, a width of 1.0 m, 
and a depth of 1.1m. 

A water depth of 0.9 m was used for the experiments 
described here. 

At one end of the channel, the waves were generated by an 

oscillating paddle, pivoted on the bottom. At the other end of 
the channel, the wave energy was absorbed by a beach. A 
network steel filter was installed between the wave generator 
and the experimental section for the regularization of the 
wave profiles. 

The wave heights and periods were varied by adjusting the 
control mechanism of the wave generator. The water level in 
the experimental section was continuously recorded by means 
of a two-wire immersed conductance-transducer and am­
plified carrier-bridge. 

The test cylinder was a 0.012 m diameter PVC pipe. A strip 
of spring steel was inserted to stiffen the cylinder only in the 
inline direction, and the rest of the cavity was filled with little 
lead balls, Fig. 1. The free oscillation period of the cylinder in 
still water was 0.76 s. The physical characteristics of this pile 
are summarized in Table 1. 

Table 1 Model pile characteristics 

Height 
Outside diameter 
Mass of the cylinder per unit length 
Bending stiffness in the in-line direction 
Bending stiffness in the transverse direction 
Log decrement in air 

h = 0.9 m 
£> = 0.012 m 
li = 0.545 Kg/m 
EI = 44 Nm2 

EI = 2.62 Nm2 

& = 0.082 

N o m e n c l a t u r e 

c 
CD 

C, 

cL 
d 

D 
EI 

f 

fn 

fv 

fU) = 

F = 
FD = 

FDT = 

FL 

FLT 

cross sectional area of the 
cylinder 
viscous damping coefficient 
coefficient of drag 
coefficient of added mass 
coefficient of lift 
mean water depth 
cylinder diameter 
flexural stiffness of the 
cylinder 
frequency of oscillations 
natural frequency of the 
cylinder in water 
frequency of vortex shedding 
f r e q u e n c y of f low 
oscillations and frequency of 
waves 
motion generalized coor­
dinate 
overall force 
drag force 
component of the drag force 
in the transverse direction 
lift force 
component of the lift force 
in the transverse direction 

g 
G,G 

h 
H 

k 
k* 

KC 
L 

m* 
M 

Nd = 
Np = 

P = 

q(x) = 
t = 

T = 
U = 

UM = 

acceleration of gravity 
top transverse deflection 
parameter 
length of the cylinder 
wave height (through to 
crest) 
wave number 
reduced stiffness 
Keulegan-Carpenter number 
wave length 
reduced mass 
dynamic magnification 
factor 
number of vortices formed in 
half cycle 
water depth parameter 
wave steepness parameter 
weight of cylinder per unit 
length 
shape function 
time 
wave period 
horizontal water particle 
velocity 
maximum horizontal water 
particle velocity at mean 
water level 

V 

yM = 

9 M = 
J'RMS = 

a = 
18 = 
5 = 
V = 

r = 

A/ = 

reduced velocity 
relative velocity between the 
cylinder and water particle 
x-axis 
.y-axis, displacement of the 
top pile 
maximum top transverse 
amplitude of oscillations 
mean top amplitude 
root mean square top 
displacement 
angle of attack 
frequency coefficient 
log decrement in air 
water surface elevation at the 
pile 
reduced damping ratio 
mass density of cylinder per 
unit length 
the mass of the cylinder 
including the added mass, 
per unit length 
kinematic viscosity 
mass density of water 
phase between the lift force 
and the wave particle 
velocity 
natural circular frequency 
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Fig. 3 Wave tank test setup 

The cylinder was cantilevered at the bottom by means of a 
dynamometer (Fig. 2) which measured the overall transverse 
forces. The measured natural frequency of the dynamometer, 
with the cylinder test in air, was 47 Hz. Two strain gages were 
bonded near the clamped end to measure the bending 
moment. 

The velocity and displacement of the cylinder top were 
measured through electronic integration by means of a light 
(2«10~3 Kg) strain-gage accelerometer, Philips PR 9366/20, 
fixed at the free end of the pile. The electronic integrator was 
a Loetscher Electronic Type BDl with linear response (± 2 
percent for double integration) starting from 0.2 Hz. 

All transducers were individually calibrated before each set 
of runs. 

The wave gages were calibrated in still water by lowering 
and raising the probe and recording the output on the 
galvanometer oscillograph. 

A calibration control of displacement was made by 
photographic technique. On the top of the pile, a little glass 
sphere had been bonded for reflecting a beam of light, and a 
reference ruler had been placed near the cylinder and parallel 
to the oscillation plane. A photograph of the path of the little 
sphere was used to measure the amplitude of the motion, with 
an accuracy greater than 0.5 mm. 

The dynamometer was calibrated with two different 
procedures. In the first procedure, the output of the overall 
force was compared with the indication of a spring 
mechanical dynamometer. The second procedure was per­
formed by hanging weights to the pile by means of a silk 
thread and a little teflon pulley. The results of these 
calibration tests indicated a maximum error of ± 3 percent in 
respect to the nominal straight line. 

The sensitivity of the force meter in the line direction was 
proved; no force was detected. 

In the same tests, the moment-meter was calibrated by 
measuring the lever of the applied force. 

Experimental Results 
The cylinder described in the previous section was installed 

in the wave tank as shown in Fig. 3. 
The experiments were carried out by increasing uniformly 

the frequency of the waves from 0.2 Hz to 2 Hz and af­
terwards decreasing it from 2 Hz to 0.2 Hz. The total time of 
the sweeping was 600 s. In this sweeping test, it was not 
possible to keep constant the height of the waves. The fun­
damental aim of this test was identifying the frequencies at 
which the lock-in occurs. A continuous record of the 
measured quantities has been performed. The experiments 
have given the following results. 

During the passage of a wave, a wake was generated behind 
the cylinder. The vortices shed from the cylinder were visible 
on the water surface. The eddy pattern around the cylinder 
was dependent on the wave frequency, on the shedding 

Frequency ratio/w//„ 
Wave period 7"(s) 
Wave height H (m) 
Reduced velocity Ur 
KC 
Nd 

Vortex frequency ratio 

Top pile resonance ampli­
tude yM/D 

1 
0.76 
0.067 

17.54 
17.54 
5.65 

0.87 

1/2 
1.52 
0.040 
5.75 

11.51 
1.53 

1.25 

1/3 
2.28 
0.048 
5.93 

17.79 
0.88 

1.42 

1/4 
3.04 
0.076 
8.98 

35.92 
0.62 

1.54 

frequency, and on the motion of the cylinder, if any. For 
particular wave frequencies, the cylinder oscillated with 
amplitudes and frequencies near to resonance conditions, and 
the motion was steady. Permanent resonant oscillation of the 
cylinder occurred for the frequency ratios used f„/f„ = 1, 
1/2, 1/3, 1/4. 

In the four resonant conditions, the experiments were 
repeated with different wave heights in order to achieve 
amplitude of the oscillations large enough for the accurate 
measurement of the phenomenon, yet still remaining in the 
linear domain. 

The records of the top transverse displacement y and of the 
wave height H, presented in Figs. A(a-d), show the resonance 
phenomenon of the pile with wave frequencies subharmonic 
of the pile frequency. 

Table 2 presents experimental data obtained in the four 
runs. The amplitude of the recorded quantities was not 
exactly constant with time. The variations were within about 
± 6 percent. The values presented in Table 2 are the mean 
values of many measurements. 

In this table, the Keulegan-Carpenter number and the 
reduced velocity have been evaluated with the horizontal 
velocity of water UM, calculated at the mean water level, 
using Airy theory. 

It may be noted that the values of the reduced velocity for 
run 2, Ur = 5.75, and for run 3, Ur = 5.93, are very close to 
that found by Sarpkaya [8] and Zedan, et al. [9]. 

Figure 5 reproduces our experimental results together with 
those obtained by Sarpkaya and by Chakrabarti, et al. The 
data by Sarpkaya are referred to fixed cylinders in a two-
dimension harmonic oscillating flow; those of Chakrabarti, et 
al., refer to vertical rigid cylinders in regular waves. The 
actual four cases are obtained, instead, with an oscillating 
cylinder in regular waves. 

The dependence of the vortex frequency on the Keulegan-
Carpenter number KC for actual cases is in agreement with 
that observed on fixed cylinders. 

The motion of the cylinder is produced by the lift alter­
nating force due to the vortex shedding. The lift force 
frequency /„ is equal to nf„ where n is the number of vortices 
formed in half a cycle. 

To be in resonant condition, the lift force frequency must 
be equal to the natural frequency/„ of the pile. In runs 2, 3, 4, 
this occurrence is clearly verified. In run 1, the lift frequency 
is three times the natural frequency; however, the dependence 
of the lift force amplitude on the relative velocity produces a 
fundamental lift component, larger than the other com­
ponent, with frequency/,,. This aspect is shown in Fig. 10(a), 
obtained by the simplified mathematical model presented in 
the next section. 

When the waves have a frequency close to /„ or close to its 
integer submultiple (/„, = 1, 1/2, 1/3, 1 / 4 / J , regular 
oscillations of the pile near to its resonance conditions are 
observable. For wave frequencies far from these conditions, 
the pile motion is small and irregular. 

By gradually increasing and decreasing the wave frequency 
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Fig. 5 Normalized vortex shedding frequency versus Keulegan-
Carpenter parameter for rigid cylinders in harmonic flow [5], or in waves 
[7], and for a flexible cylinder in waves 
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Fig. 4 Sample of recorded test data on waves, overall forces, bending 
moments, acceleration, velocity, and displacement of cylinder top, 
showing subharmonical resonance phenomena 

around the four conditions in which the resonance of the pile 
takes place, different situations are found (Fig. 6). 

In runs 3 and 4, the oscillations grow suddenly only when 
the frequencies are in an exact integer ratio. A very little 
variation of the frequency of the waves from the value l/3/„, 
l /4/„, suppresses the oscillations. 

In run 2, there is a range of wave frequency around l/2/„ in 
which regular oscillations occur, and the pile is forced to 
vibrate with wave frequency. 

Finally in run 1, regular oscillations in a frequency range 

fn 
Fig. 6 Oscillation frequency versus waves frequency for the test 
cylinder 

centered around/„ are also found. But they may be produced 
by a lock-in effect in which the frequency of eddies is driven 
by pile motion. This synchronization phenomenon is present 
with a form of hysteresis. 

Therefore, starting with a frequency fw~0.9 f„ and 
gradually increasing it, the motion of the pile always has the 
same frequency of the waves until/,,, = / „ . 

A further increase of the wave frequency above fw = /„ 
does not produce a corresponding variation of pile frequency. 
The pile, instead, continues to respond at its natural 
frequency/„, even though with reduced amplitude. 

Conversely as the wave frequency is reduced from/„, = 1.1 
/ „ , the pile responds at the wave frequency until fw = / „ . 
Then from /„, = /„ to fw — 0.9 f„, the pile responds at its 
natural frequency/„. 

At the boundaries of the synchronization range, the lock-in 
is intermittent. The vortex shedding synchronizes alternately 
with the cylinder and with the waves; the instability of this 
phenomenon is shown by a beating vibration of the cylinder. 

In the case/,,, = l /2/„, the displacement of the pile top has 
been measured for frequencies close to the resonant one. 

The results of these tests are given in Fig. 7 where we have 
plotted the nondimensional parameter 

G = 
EI JRMS 

D tfpUltCtd 
versus the frequency ra t io /„ / /„ . The parameter G is slightly 
different from that used by Zedan, et al. [9]: 
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which is independent from the total length of the pile. 
They assumed the equivalent stiffness of the pile 

proportional to El/d1 while we are assuming the same 
quantity proportional to EI lb?. 

In this manner, we are able to correlate tests with different 
values of the ratio between the water depth and the total 
length of the pile d/h. In Fig. 7, the continuous line, 
corresponding to the results of Zedan, et al. (d/h = 0.63), is 
compared with the data of present tests (d/h = 0.89). 

Although the experiments were performed with different 
values of the ratio d/h, of the wave number Nd, and with 
different physical characteristics of the piles, the agreement 
seems rather good. 

Analysis in Resonance Conditions 
The total force per unit length on the cylinder, in the 

transverse direction, is given by the sum of the drag and lift 
components (Fig. 8): 

FT(x,t) =FL (x,t)cosa+FD(x,t) since 

=FLT(x,t)+FDT(x,t) (1) 

where 

Hx.t) 
(2) 

a = a r c t ghw*w 
A simple formula for the oscillating lift force due to vor­

tices is: 

FL (x,t) = -PD J*(x,0 CLsm(2irfvt + 4>) (3) 

in which p = the mass density of water; D = the diameter of 
the pile; CL = the lift coefficient; 4> = the phase angle of the 
lift force with respect to the wave particle velocity;/„ = nfw is 
the vortices frequency where fw is the wave frequency and n is 
the number of eddies shed during a half cycle of wave; V(x,t) 
is the relative velocity between the cylinder and the water 
flow: 

V(x,t)=[U2(x,t)+y2(x,t)]v' (4) 

The drag force per unit length is: 

FD (x,t) = ~pDCD\ V(x,t) I V(x,t) (5) 

in which CD is the drag coefficient. 
The horizontal components of water particles velocity 

U(x,t) are determined by the second order Stokes theory. 
Introducing cosa = \U(x,t)\/\V(x,t)\ and since = 

— y(x,t) 11 V(x,t) I, equation (1) can be rewritten as: 

FT(xJ) = -pD[\ V(x,t) \ \ U(x,t) \CLsm(2wnfwt + 4>) 

-CD\V(x,t)\y(x,t) (6) 

The equation of motion for the elastic cylinder may be 
written as: 

d2y(x,t) , dy(x,t) d2 f 

a? I* 
dy(x,t) 

d2y(x,t) 

+ dx 
[P(h- •x) 

dx 

dx2 J 

]=FT(x,t) (7) 

where /x, = the mass of the cylinder, including the added mass 
of entrained fluid per unit length; c — the viscous damping 
coefficient per unit length; EI = the flexural stiffness; h = 
the length of the cylinder; p = the weight per unit length of 
the cylinder (for the submerged part/? is the unit weight of the 
pile in water). The last term at the left-hand side expresses the 
axial effect of the gravity. 

Equation (7) is a nonlinear, partial, differential equation 
whose complete solution would be an expensive and rather 
complex process. 

In resonance, a much simpler, approximate solution can be 
obtained assuming that the pile may deflect only in a single 
known shape. So that it is possible to reduce the continuous 
system to an equivalent one deg system. It is assumed: y(x, t) 
= q(x) f(t) in which: q(x) = (1 - c o s irx/2h) isacommonly 
approximate shape function for a cantilever beam, and/ ( / ) is 
the amplitude of the motion. 

The equation of motion, in which the Ritz-Galerkin 
technique [12] for the reduced system is used, may be written 
as: 

m*f(t) +2m'r<*Jit) +k*f(t) =F*T(t) 
in which: 

m* ->\: q2(x) dx+pAC_ •<s: ql(x) dx 

(8) 

(9) 

is the reduced mass, including added mass of fluid; where A is 
the cross-sectional area of the cylinder, Q is the added mass 
coefficient and r/ = H/2 s'm2irfwt is the water surface 
elevation; 

r = \: 
q2 (x) dx (10) 

2 m V . 
is the reduced damping ratio; 

--M:[^]'"-'j>-*[^r*<»> 
is the reduced stiffness due to the elastic property of the 
cylinder and to the effect of the axial gravity load, where p is 
given as p = (/i — p)g for 0<x<d+ri, p = /xg for 
d+rj-<x<h; 

* T ( 0 = j 0 " Fr(x,t) q(x) dx (12) 

is the reduced force. 

Numerical Results 
The choice of the coefficients C ; , CD, CL and of the phase 

<f> for the numerical computation should be carefully made. 
Our experiments are performed in a poorly explored 
dynamical condition and we have to extrapolate the values of 
the coefficients from simpler cases. 

For instance, the static lift and drag coefficients, which are 
functions of KC and of the frequency parameter (3 = D2/vT, 
are deduced from Sarpkaya's data [13] obtained in a 
bidimensional flow and not in waves. 
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Fig. 8 General layout and forces on cylinder, 
(a) Velocity in wave crest 
(b) Velocity in wave trough 
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Fig. 9 Calculated top transverse displacement ratio versus phase c/> 

Furthermore, the synchronization causes an amplification 
of lift force. Therefore, the value of the static coefficient CL 

must be multiplied by a dynamic magnification factor M. 
No data are available on M for a pile in waves. For an 

elastically-mounted cylinder in harmonic flow, Sarpkaya [8] 
gives a value of about 2. 

To find a criterion for the choice of phase 4> between the lift 
force FL and the particle velocity U, the effect of its variation 
on the motion of the pile has been investigated. 

From Fig. 9, it clearly appears that this dependence is very 
weak. The maximum of variation of the response ratio 
y M (<$>)/9 M> where yM is the mean amplitude obtained varing 
<)> from 0 to 7r, is less than ± 10 percent in run 1. In the other 
cases, by increasing the frequency ratio/„//„,, the dependence 
of response from the phase becomes weaker and weaker. 

Table 3 Numerical results 

Run 

Experimental top amplitude >>M/D 
Calculated top amplitudey^lD 
(CL and Op obtained from 
Sarpkaya's data) 
Dynamic magnification factor M 
Phase <j> (rad) 

1 

0.87 

1.20 

1.4 
1.17 

2 

1.25 

1.49 

1.7 
0 

3 

1.42 

1.64 

1.6 
1.57 

4 

1.54 

1.59 

1.9 
0 

In Table 3, the experimental and numerical results are 
summarized, the calculated top amplitudes are the mean 
values in a wave cycle and have been obtained assuming: CL 

and CD from Sarpkaya's data [13], the factor M=2 as 
suggested by Sarpkaya [8], and phase 0 = 0. 

We observe that the values calculated in all the runs are 
greater than the experimental ones. The extrapolation of the 
coefficients obtained in harmonic flow to the tests in waves is 
not completely satisfactory. 

The values of magnification factor M reported in Table 3 
are deduced by experimental results in order to give calculated 
amplitudes equal to the experimental ones. 

Figures I0(a-d) show the comparison between the measured 
and calculated values of the instantaneous dispalcement, of 
the overall force, of the lift force (only analytical), and of the 
wave height as a function of time. 

The agreement between the numerical and experimental 

L ' 1-5 

JS 1.0 

, Z , 0.5 

F •"• 
i-'LT. • 

9 

• •• ... t/T 
* 1 

l 1 

a ) f w = fn 
Fig. 10(a) 

results has been obtained with the values of M and <j> reported 
in Table 3. 

Conclusions 
The results presented in this work lead to the following 

conclusions: 

1 A flexible structure can reach the resonance condition in 
the transverse direction with wave frequencies equal to its 
natural frequency or to submultiples of it:/,,, = 1, 1/2, 1/3, 
l / 4 / „ . 

2 The occurrence of a lock-in effect (0.9/„ < / „ , < l . l / „ ) 
increases the range of substantial transverse oscillations of the 
pile, taking control of the shedding. 

3 Perfect synchronization occurs for/„, = l/2/„ at Ur = 
5.75, f o r / , = l/3/„ at Ur = 5.93, and for/w = l/4/„ at Ur 

= 8.98. The values of the reduced velocity Ur are comparable 
to those found by other authors [8, 9]. 

4 The use of the dimensionless top transverse deflection 
parameter G = (yRMS/D) {EI/h3pUM

2CLd) permits a good 
correlation of our results with those of Zedan, et al. [9], The 
values of G, in the three cases of perfect synchronization, with 
subharmonical waves (f„ = 1/2, 1/3, l/4/„), are, respec­
tively, 0.130, 0.156, and 0.152. 

5 By means of a simple mathematical model, the 
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magnification factor M of the static lift coefficient has been 
calculated. The values obtained for the four cases, varying 
from 1.4 to 1.9, are comparable to the one obtained in two 
dimensional harmonic flow by Sarpkaya [8] who found a 
factor of about 2. 

6 A simple mathematical model permits us to verify that 
the transverse lift component keeps the pile in motion with a 
phase angle appropriate to resonant conditions even in case 1, 
in which the vortex frequency is three times the natural 
frequency of the pile. 
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The problem of flow induced oscillations has received 
considerable attention in recent years because of a number of 
structural failures that are believed to be caused by vortex 
shedding lock-in. However, understanding of many aspects of 
the phenomenon is still far from complete. More ex­
perimental data are needed to enhance understanding of these 
aspects. This will eventually help develop physically sound 
computer models and provide more accurate correlations for 
use in the design of offshore and marine structures. Most of 
the studies in the literature have dealt with vortex shedding 
induced by currents or by two-dimensional harmonic flow. 
Studies on vortex shedding induced oscillations on vertical 
piles in waves are very scarce. In fact, the present study is the 
second major investigation of the problem (after that of 
reference [1]) and is, therefore, very timely. 

The agreement of most of the results of the present study, 
where pile motion was suppressed in the in-line direction, with 
the results of reference [1] where the pile was free to oscillate 
in all directions, is quite interesting. Both studies have shown 
that the shedding frequency is not affected by the flexibility of 
the cylinder and thus can be predicted using correlations 
developed for fixed cylinders. At perfect lock-in, both studies 
showed large and regular (monoharmonic) oscillations while 
outside the "lock-in" range the motion was irregular and 
small in magnitude; at boundaries of lock-in, the beating 
phenomenon was observed. 

The agreement of the response results of this study with the 
G versus /„//„ correlation developed by Zedan et al. [1] is 
quite important indicating the soundness of their dimensional 
argument. The authors use of h? d instead of d* in the 
denominator of G is quite appropriate for generalization of 
the correlation. The agreement also indicates that response 
parameter G (which represents some sort of dynamic am­
plification) depends mainly on/„//„ and its dependence on 
other parameters (Nd, Re, and KC) which were different in 
the two experiments, is negligible. Of course more ex­
perimental data (preferably at higher Re and KC) are required 
to confirm this correlation which can be of great practical 
importance. 

Table 2 shows that lock-in was achieved at Ur = 17.54, 
5.75, 5.93, and 8.98 in runs 1 through 4, respectively. A plot 
of Y,„ ID versus Ur for each run could have been much more 
informative. Such plots in the experiment of Zedan et al [1], 
showed double peaks; for Nd = 1.63 the peaks were sharp and 
occurred at Ur = 5.5 and 6.2 while for Nd = 2.6 which 
represents deeper water, the peaks were broad and occured at 
£/r=5.75 and 7.3. These results may explain some ob­
servations in the present study. For example, the authors 
report that very little variation of wave frequency from exact 
values required for perfect "lock-in" supressed oscillations in 
runs 3 and 4, while it did not in run 2. The values of Nd listed 
in Table 2 indicate that run 2 represents deeper water as 
compared to runs 3 and 4. This behavior follows the same 
trend of the results of Zedan et al. discussed earlier. 

The occurrence of lock-in in run 1 where /„,//„ = 1, 
/„//„ =3, Nd = 5.65 and Ur = 17.54, is quite surprising. The 
explanation given by the authors may be acceptable; however 
more details will be helpful. As for the analytical method 
developed in the paper, it appears that with appropriate 
values of lift amplification factor (M), excellent agreements 

1 Brown & Root, Inc., Houston, Texas 77001. 

with experimental results are obtained. The authors point out 
that they used M = 2, which is based on data obtained in two 
dimensional harmonic flow [2], because of the absence of 
similar data in waves. This value seems high compared to 
values obtained recently by Zedan and Rajabi [3] (M= 1.6 
tol .9) for a cantilever pile in waves. Incidently, the authors of 
the paper under discussion used values of M ranging from 1.6 
to 1.9 to bring agreement between the analytical and ex­
perimental results in runs 2,3, and 4 and used M = 1.4 in run 
1. 

Additional References 

1 Zedan, M. F., Yeung, J. Y., Salane, H. J., and Fischer, F. J., "Dynamic 
Response of a Cantilever Pile to Vortex Shedding in Regular Waves," 
Proceeding, Offshore Technology Conference, Houston, Texas, May, 1980. A 
slightly revised version appeared in the ASME Journal of Energy Resources 
Technology, Vol. 103, Mar. 1981, pp. 32-40. 

2 Sarpkaya, T., and Rajabi, F., "Dynamic Response of Piles to Vortex 
Shedding in Oscillating Flows,"Proceedings, Offshore Technology Con­
ference, Houston, Texas, May 1979. 

3 Zedan, M. F., and Rajabi, F., "Lift Forces on Cylinders Undergoing 
Hydroelastic Oscillations in Waves and Two-Dimensional Harmonic Flows," 
Symposium on Hydrodynamics in Ocean Engineering, the Norwegian Institute 
of Technology, Trondheim, Norway, Aug. 1981. 

Authors' Closure 
We appreciate Dr. Zedan's comments, and we agree in 

general with him. 
We want to add the following remarks for completeness. 
Attending his suggestion we have plotted, in Fig. 11, the 

available data of case 2 in order to correlate YRMS/D and Ur. 
The values of Nd in this case are ranging between 1.35 and 
1.8. Since these are the only data we have at present, we are 
not in a position to verify the existence of the double peak 
found by Zedan. 

We are very pleasant that Zedan et al. found agreement 
between their theoretical and experimental results using for M 
values between 1.6 and 1.93, since the same values (in cases 2, 
3, 4,) are being obtained independently by us. 

The run 1 which gives M=1.4 is quite different from the 
other cases. In run 1 in fact Nd is equal to 5.65 (deep water) 
and the frequency of the lift is three times the natural 
frequency of the pile. Therefore the minor efficiency of 
energy transfer between the fluid and the elastic system is 
reasonable. 
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Fig. 11 Dimensionless root mean squad top displacement versus 
reduced velocity. 
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A Flow Model for the Effect of a 
Slanted Base on Drag 
Experiments by Morel have shown that slanting the base of a bluff body causes 
large variations in the drag, as the slant angle changes. For a particular, critical 
slant angle the drag changes discontinuously. This phenomenon was correlated with 
a drastic change in the type of base flow. A mechanism to explain this change, and 
therefore, the discontinuity in drag, is proposed. The basis of the mechanism is 
breakdown of the side edge vortices. An estimate of the swirl angle in these vortices 
is obtained using a swept-back mixing zone solution. This swirl angle and the other 
elements of the theory provide an estimate for the critical slant angle that is entirely 
consistent with the observed value. 

Introduction 
In the search to reduce drag of road vehicles, it has become 

clear that a more basic understanding of the complex flows 
about such bodies is required. Many investigations of drag 
and flow phenomena exist; see [1] for surveys of recent work. 

A particularly interesting phenomenon is the effect that 
slanting the base has on the drag of a bluff body. Following 
up on work by Janssen and Hucho, partially reported in 
reference [1], Morel did a comprehensive study of that effect, 
see [1] and [2]. Janssen and Huccho observed an overshoot in 
drag and a change in separation pattern in tests on a model of 
a hatch-back car when the angle of the slanted portion of the 
roof was varied over a small range. In order to examine this 
effect more closely and gain some understanding of it, Morel, 
[1] and [2], made extensive tests on two models (see Fig. 1): (a) 
an ogive cylinder with a slanted base, mounted in the center of 
a wind tunnel to minimize wall effects; and (b) a vehicle-like 
model simulating a hatch-back car, mounted in the center of 
the tunnel and close to the tunnel wall. Because the wind 
tunnel models are simpler to discuss and there are more ex­
perimental details, the results of Morel will be used in this 
paper. 

The most striking result from the tests of Morel was the 
extremely rapid change in drag coefficient, CD, as the slant 
angle, /3, is varied. In fact the data show, essentially, a 
discontinuity in CD for a certain /3 = /3C. The results of 
Janssen and Hucho are qualitatively the same, but the 
variation of cD with fi is smooth, i.e., there exists no 
discontinuity. (The term discontinuity is used here for con­
venience and its descriptive accuracy, even though a 
mathematical discontinuity, does not exist.) 

Visualizing the flow with smoke, Morel showed that there 
are two distinct types of base flow. For /3 > /3C a closed base 
flow, typical of blunt-based axisymmetric bodies, was found. 
For /3 < /3C streamwise vortices were formed at the side edges 
with a resultant 3-D separation pattern. It was concluded that 
switching from one separation pattern to the other caused the 
discontinuity in CD. 

351-

<I S>*, 
•38 

Fig. 1(a) Ogive-cylinder model 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the^ Fluids 
Engineering Division, April 30, 1980. 

Fig. 1(b) Vehicle-like model 
Fig. 1 Models tested by Morel [2]. Dimensions in mm. 

Additional evidence for the existence of the streamwise 
vortices springing from the side edges is given by Carr, [3]. He 
used the surface indicator (oil flow) method to visualize the 
flow and found clear and distinct edge vortices for (3 = 25 deg 
but not for 0 = 35 deg. Carr also discusses the downwash 
produced by, and the effect on the rear lift force of the side 
edge vortices. 

The primary purpose of this paper is to propose a flow 
mechanism to explain the change in separation pattern and 
the discontinuity in CD. The mechanism involves breakdown 
of the side-edge vortices. Vortex breakdown has been 
relatively well studied and is partially understood; the work 
on this subject through 1972 has been reviewed by Hall, [4], 
and later work by Leibovich, [5]. To make use of the em­
pirical knowledge on vortex breakdown, a model for the flow 
over a side edge is required. For an idealized side edge con­
figuration, a flow model is constructed which allows a simple 
estimate of the swirl in the vortex. Empirical evidence shows 
that breakdown occurs for a value of swirl corresponding to /3 
= |8r, approximately. The consistency of this theoretical 
result and the experimental data is sufficient to warrant 
further examination of this mechanism and to test it in ad­
ditional experiments. 
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Fig. 2 Drag coefficient of the vehicle-like model in the free stream 
location, from [2] 

(a) Quasi-axisymmetric Separation Pattern 

(b) 3-D Separation Pattern 

Fig. 3 The two types of base flows for a body with a slanted base: (a) 
The closed type exists in regime I; (b) the open type with side edge 
vortices exists in regime II. 

The Experimental Evidence 

For the two models tested by Morel, (see Fig. 1) the j3c were 
different. It is simpler to discuss the vehicle-like model 
because it has a straight side edge. Some discussion of the 
ogive-cylinder model is given later. 

The drag coefficient, based on projected frontal area, as a 
function of /3 is shown in Fig. 2. The base flows corresponding 
to Regimes I and II are shown in Fig. 3. In Fig. 3(a), for 
Regime I, the base flow is essentially like that of an 
axisymmetric body; in the mean the base flow is a closed 
region. In Fig. 3(6), for Regime II, a vortex springs from each 
side edge; between them there is attached longitudinal flow. 
In [3], Carr quotes the work of Potthoff, 1969, who pointed 
out the existence of the side edge vortices and the fact that 
they can prevent the slanted base flow from separating for /3 
as large as 30 deg or even greater with suitable shaping of the 
body sides. 

For Carr's model, which had a short "boot length" at the 
end of the slant base, /3 = 25 deg. The surface flow pattern 
clearly showed the trace of the side edge vortices. A part of 
this pattern is sketched in Fig. 4, which shows the rear view of 
the slanted part of the roof, i.e., slanted base. The flow along 

SIDE 
EDGE 

REATTACHMENT 
LINE 

Fig. 4 Rear view of a slanted base showing part of the surface flow 
pattern. The flow along the side (out of the plane of the paper) 
separates at the side edge and reattaches at the dashed line; sketched 
from a photograph in [3]. 

SIDE 
EDGE 

Fig. 5 A wedge, semi-infinite in the y-direction, as an idealized con­
figuration for side edge flow. The freestream velocity, U, is parallel to 
the top and the side. The slanted base isz = 0, x > 0, y > 0. 

the side separates at the side edge and reattaches along the 
dashed line. The surface streamlines, which are easily visible 
in the oil film used for the visualization and which emanate 
from the dashed line, are typical of reattachment, forming 
what is often called a herringbone pattern close to the reat­
tachment line. Using the reattachment line to indicate the 
inboard boundary of the vortex, this result shows that the 
vortices extend over about one-half of the width of the slant 
base, for this case. 

There is enough evidence to conclude that side edge vortices 
exist for /3 < f3c. For smaller (3, say /3 < 10 deg, they probably 
exist but would be difficult to detect because they are weak. 
As pointed out by Morel, [1] and [2], the initial decrease in 
CD, for 0 < j3 < 10 deg, may be a boattail type of effect, 
familiar in the design of projectiles, rather than a side edge 
vortex effect. The latter probably begin to dominate for 13 > 
10 deg. For /3 = /3C the discontinuity in CD occurs and the side 

Nomenclature 

CD = drag coefficient based on 
frontal area U 

CP = pressure coefficient Ve 
O = order of magnitude symbol w 
S = see (2) x,y,z 
u = axial velocity in vortex and 

velocity in ^-direction (3 

free stream velocity 
azimuthal velocity in vortex 
velocity in ^-direction 
Cartesian coordinates, see 
Fig. 5 
angle of slanted base 

4> 
a 

angle of slanted base dividing 
Regimes I and II 
swirl angle in vortex 
mixing coefficient 

Subscripts 
r,s = reattachment and separation 
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Fig. 6(a) The view in the plane y = 0

z

Fig. 7(a) Bubble type

However, an additional caution must be discussed. In most
applications of the sweep-back theory the independence
principle holds, Le., the flow in the (y,z) plane can be
computed, and then the flow in x-direction determined. For
laminar flow this is always possible but, because of the
Reynolds stress terms in the momentum equations, the in­
dependence principle is not strictly valid for turbulent flow. It
will be assumed here that the independence principle holds;
this assumption should cause a small error in the swept-back
mixing zone problem.

Therefore, from Fig. 6, the mixing zone flow is determined
for the external velocity U sin fl. The velocity, w, in the z­
direction, in the mixing zone is given by the well known
solution, (see [6])

w=(1I2)Usinfl[l+erf(-aYlz)] (1)

where a :::: 12 is the mixing coefficient. The vorticity, awlay,
is solely in the x-direction. The velocity parallel to the edge, U
cos fl, is constant for all z. This is as far as the idealization can
be carried. Specifically, in the absence of pressure gradients,
the free shear layer cannot reattach to the wall z = O.

On the actual model, the separated flow must reattach on
the slanted base in order to form the vortex. Only empirical
criteria for reattachment are available and these require
knowledge of the pressure. The criterion given by Crabtree [7]
for leading edge bubbles on airfoils is S <: 0.35 where

S=(Cpr-Cps)/(I-Cps) (2)

and Cpr and Cps are the pressure coefficients at reattachment
and separation, respectively. Using Morel's pressure data [1]
reattachment is indicated by Crabtree's criterion. At this stage
this is only a consistency statement. It would be useful
deductively if estimates of the pressure could be obtained.

The most important quantity that can be estimated from the
solution to the swept-back mixing zone problem is the swirl in
the side edge vortex. Assume that the flow over the actual
model reattaches on the slanted base. The swirl angle is
defined as

Fig. 7(b) Spiral type

Fig. 7 Vortex breakdown In a duct flow, made visible with dye In·
traduced Into the flow, from [6J. B is the breakdown point.

fjJ == tan -I (volu),

where Vo is the azimuthal velocity in the vortex and u is the
velocity in the X-direction, i.e., axial velocity in the vortex. fjJ
varies with position in the vortex because Vo and u vary. The

x

w
!

y
Fig. 6(b) The view in the plane x = constant. The flow separates from
the side edge, forming a free shear layer or mixing zone.

Fig.6 Flow over an infinite, yawed side edge at y = 0, z = 0

edge vortices disappear. This massive change in the slanted
base flow field occurs suddenly, for a small change in fl.

Before discussing the flow mechanism for this sudden
change, some estimates of the side edge flow are necessary.

u sin f3•

u

The Side Edge Flow

A description of the complete flow field over either of the
models shown in Fig. 1 by analytical methods would be very
difficult. To obtain a tractable idealization the local flow at
the side edge should be examined. One possibility is shown in
Fig. 5 where the side edge is along the x-axis· and the leading
edge of the slanted base, or corner, is along the y-axis. The z­
axis is normal to the base and forms a right-handed, rec­
tangular, Cartesian coordinate system. The external flow, U,
is parallel to the top and side surfaces. The boundary layer
would be neglected until the flow reaches the side edge and
corner. This is an idealization, however, but will not yield the
simple estimates needed here.

As a further simplification, appropriate to the side edge
flow away from the corner, consider an infinite, slanted, or
yawed, side edge. That is, there is no corner. The side view, y
= 0 and the back view, x = constant, are shown in Figs. 6(a)
and 6(b) respectively. The solution to this problem is in­
dependent of x. This kind of idealization is basic in the study
of swept wings. As an additional approximation the incoming
flow, U, is taken to be the free stream velocity over the model
in Fig. l(b). The thickness of the boundary layer, before it
separates from the edge, is neglected. This is the same
assumption made in the classic Gortler solution for the 2-D,
free, turbulent, shear layer, often called the mixing zone
problem. We obtain this problem, discussed in [6], if fl = 90
deg. This idealization of the side edge flow can be called a
combination of the 2-D mixing zone solution with the sweep­
back principle.
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estimate for ve is obtained from (1) and that for u from [/cos 
(3. Thus, 

ve=0 (U sin j3) 

« = 0 (U cos /3) , 

so that 

4> = 0 ((3) . 

This result for <j> will be used as approximate relation 

* = |8 • (3) 

The velocities ys and u could be measured using a laser 
Doppler velocimeter to obtain a check on this result. 

An estimate of 4> is needed to relate breakdown of the side 
edge vortex to the discontinuity in CD. The error in this 
estimate may be considerable, but it should decrease as x 
increases. Since only the ratio, ve/u, is used to estimate 4> and 
it may have smaller error than vg and u. 

The Vortex Breakdown Hypothesis 

Vortex breakdown has been observed in a number of flows, 
e.g., flow over highly swept wings and flow in ducts. 
Breakdown is one of the more remarkable aspects of vortex 
cores. Although it has been studied vigorously, there is no 
completely satisfactory theory for it. The description of it 
given by Hall [4] will be quoted here; he refers to flow in a 
duct with swirl imparted by vanes at the duct entrance. "If we 
follow the fluid as it spirals along the duct we find, typically, 
that the structure of the vortex, as indicated for example by 
the velocity distribution over a cross section of the duct, varies 
only slowly in the axial direction and then, suddenly and, at 
first sight, unexpectedly, there is an abrupt change in the 
structure with a very pronounced retardation of the flow 
along the axis and a corresponding divergence of the stream 
surfaces near the axis." This abrupt change is called vortex 
breakdown. Since Hall's review many papers on the subject 
have appeared, too numerous to mention here. Leibovich [5] 
reviews the recent work. The important facts for present 
purposes are the abruptness of the change in the vortex core 
flow and its sensitivity to small changes in flow conditions. 
Vortex breakdown occurs in two forms, mainly seen in 
reference [5]. One is called the bubble type and is nearly 
axisymmetric, at least close to the breakdown region; the 
second is called the spiral type and is highly asymmetric. 
These are illustrated in Fig. 7(a) and 1(b), respectively. In the 
duct flow a filament of dye is introduced along the axis which 
then gives a visual record of the breakdown. 

Most of the quantitative information on vortex breakdown 
is obtained from duct flows because it is more difficult to run 
a controlled experiment in other flows. It seems that the 
phenomenon was first discovered in flows over highly swept 
wings; see [4] for references and a smoke flow photograph. 
This photograph shows a bubble type breakdown on one side 
of a delta wing and a spiral type on the other. Clearly the flow 
over a wing, with vortices on each side of the plane of sym­
metry, is more representative of the slanted base flows 
discussed here than duct flows. For typical wings, the 
spanwise separation of the vortices is much greater than in 
slanted base flows; the interaction beween the vortices is then 
quite different. 

According to Hall [4] the necessary conditions for 
breakdown are: 1) the maximum 4> > 40 deg; 2) an adverse 
pressure gradient; 3) stream tube divergence in the vortex 
core. Conditions (2) and (3) are satisfied for the side edge 
vortices. The estimate obtained from the swept-back mixing 
zone problem gave </> = /3 so that condition (1) would give /3 = 
40 deg for breakdown. 

Condition (1) is clearly approximate. It was deduced by 
Hall from the limited experimental data available at the time. 
Since then laser-Doppler anemometry has come into wide use 

Table 1* 

Type of 
breakdown 

spiral 
bubble 

spiral 
bubble 

spiral 
bubble 

<t>m 
(deg) 

31.7 
30.4 

30.6 
30.8 

33.5 
29.9 

Core 
expansion 

ratio 

1.64 
2.54 

1.78 
1.97 

2.10 
2.76 

•Data from [5]. 

and is ideal for velocity measurements in vortex breakdown 
flow fields because no probe is introduced into the flow; a 
probe in the breakdown region can introduce large per­
turbations in the flow field. Results from many experiments 
on duct flows, using laser-Doppler anemometry, are 
presented by Leibovich [5]. In particular, his Table 1 sum­
marizes data for the velocity in the approach flow, i.e., the 
flow to within about 1.5 vortex core diameters upstream of 
the breakdown point. Both bubble and spiral types of 
breakdown were observed and measured at three Reynolds 
numbers, which is based on the axial velocity far from the axis 
and the vortex core diameter. From those data, Table 1 was 
constructed. 

The swirl angle, <$>m, presented in Table 1 is defined as 

</>,„= t a n " ' ( U f l ^ / W m a x ) -

It is calculated using certain functional forms for ve and w; the 
parameters in those forms are determined from a best fit to 
the data. The value of 4>m is a measure of the swirl angle for 
vortex breakdown; it is more reliable than the criterion given 
in condition (1). 

In Table 1, <j>,„ varies between 29.9 and 33.5 deg. No trend 
in the variation of 4>m with Reynolds number can be detected; 
the average value of </>,„ is 31.9 deg for the spiral type, 30.4 
deg for the bubble type, and 31.2 deg if both types are con­
sidered. For purposes of estimation, <t>m — 30 deg can be 
used. Assuming that </>,„ approximates the estimate of 4> in (3), 
breakdown of the side edge vortex is estimated to occur at /3 = 
30 deg. 

Another feature of vortex breakdown that enters the 
proposed mechanism to explain the discontinuity in CD is the 
increase in size of the vortex core after breakdown. Down­
stream of the breakdown region a new vortex is formed, in the 
wake region. The ratio of the wake-core radius to that in the 
flow upstream of breakdown is called the core expansion 
ratio, given in Table 1. The core radius is defined as the radial 
coordinate of the maximum in the azimuthal velocity. The 
smallest entry in the table gives a 64 percent increase in the 
size of the core. 

One of the major results of the aforementioned theory is 
that breakdown of the side edge vortices is possible for the 
range of parameters covered in Morel's experiments. 
Assuming it does occur, its relations to the sudden change in 
CD can be described as follows. Before breakdown the two 
vortices occupy a substantial part of the slanted base; see the 
discussion of Fig. 4, above. The sudden billowing of these 
vortices, as measured by the core expansion ratio, will cause 
the mutual interaction between them and their interaction 
with the outer stream to increase. The adverse pressure 
gradient acting on the vortices will increase and cause the 
breakdown region to move further upstream, etc. Rapid 
movement of the breakdown region is observed in duct flow 
experiments. The 3-D separation pattern, or open base flow, 
then collapses into the quasi-axisymmetric base flow. The 
final stage of this collapse cannot be described by the model. 

The estimates of swirl, the relationship between swirl and 
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slant angle, /3 — <f>, and the model proposed here can now be 
combined. They give the critical slant angle for the discon­
tinuity in CD, (3C ~ 30 deg. Morel's experiments give (Fig. 2) 
(3C = 30 deg. Considering the idealizations made in arriving at 
the theoretical result, its agreement with the experimental 
value must be considered fortuitous. The proper conclusion is 
that the theory is consistent with the available experimental 
findings. 

For the ogive-cylinder wind tunnel model tested by Morel 
([2], Fig. 1(a)) the CD versus /3 variation was generally the 
same as that in Fig. 2. However, the discontinuous decrease in 
CD, from 0.62 to 0.3 in this case, occurs at (3C = 43 deg rather 
than /3C = 30 deg as for the straight side-edge. Development 
of a flow model for the ogive-cylinder slanted base, where the 
edge is an ellipse, will not be attempted. Some understanding 
of the flow for /3 < /3C can be obtained by isolating three 
modules of the base flow field, assuming steady flow. 1) At 
the top of the base the flow separates. The scale of this 
separated region, measured by the location of reattachment 
line, is a small fraction of the major axis. 2) In the neigh­
borhood of the side of the base the flow separates and side-
edge vortices are formed. The flow pattern would be 
topologically the same as that in Fig. 4. The scale of the 
separation region is a significant fraction of the minor axis. 3) 
At the bottom of the base the flow has, at most, a small scale 
separated region. 

It appears reasonable to neglect first order interaction 
between these three modules; then some portion of the base 
surface streamlines can be sketched. For small enough /3 the 
side-edge vortices must depart from the base either by 
reaching the edge or by lifting off. It is conjectured that for (3 
= 30 deg either the swirl is decreased below the critical value 
before they depart the surface or they break down off the 
surface. In the former, larger /3 is required for breakdown on 
the surface. In the latter, their mutual interaction and that 
with the outer stream, which is necessary to explain the 
sudden change in base flow and CD, is relatively weak. 
Stronger vortices, i.e., larger (3, would be required to have 
breakdown on the surface and the required interaction. In 

either case the conclusion is consistent with the observed 
larger (3C. 

Discussion 

More refined estimates for the swirl in the side edge vortices 
are possible, e.g., using the configuration of Fig. 5, but would 
require much more analysis. It would be preferable to test the 
central hypothesis of this theory experimentally. Introduction 
of a blunt body along the center of the vortex core, which is 
known to promote breakdown, could be useful as a diagnostic 
tool. 

An explanation of the discontinuity in CD at /3 = /3C 
requires a process with the abruptness (almost explosive 
nature) of vortex breakdown. Theories based on some other 
hypothesis are possible, however. One of these could be based 
on the inability of the free shear layer to reattach for @ > (3C. 

In addition to an understanding of the phenomena that lead 
to the discontinuity in CD, it would be desirable to be able to 
predict drag, especially for /3 < fic.. Linearized theory might 
be useful for the case of small /3. Otherwise, only numerical 
methods could be successful. 
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Complete Velocity Profile and 
"Optimum53 Skin Friction 
Formulas for the Plane Wall-Jet 
An analytic expression for the complete velocity profile of a plane, turbulent wall-
jet in "stagnant" surroundings is obtained by coupling Spalding's single formula 
for the inner layer with a sine function for the "wake component." This expression 
is transformed at the velocity maxima to yield an "optimum log-law" for skin 
friction. An approximate skin friction formula based on the "initial conditions" of 
the wall-jet is also presented. The formulas are generally in good agreement with 
experimental data. The complete velocity profile does not exhibit the conventional 
"law of the wall" behavior and modifications are consequently recommended to 
the usual treatment of the near-wall region in numerical calculation procedures for 
wall-jet flows. The use of the "Clauser plot" method of skin friction measurement 
is similarly shown to be in error when applied to wall-jets. 

1 Introduction 
Wall-jets of various types are widely used for applications 

such as gas turbine film cooling, aircraft blown flaps, and in 
heating and air-conditioning practice. Some of these flow 
geometries involve additional shear layer interactions and 
rates of strain superimposed on the classical plane wall-jet in 
nominally stagnant surroundings: coflowing external streams 
and streamline surface curvature are two common examples. 
Wall-jets also constitute part of more complex flows as in the 
case of impinging-jets, where they form the flow regime 
downstream of the impingement zone. Nevertheless, the 
classical plane wall-jet continues to be of considerable im­
portance; directly, in applications such as heating and air-
conditioning, and indirectly as a "limiting case" for 
validating the new calculation methods and turbulence models 
being developed for more complex wall-jet geometries. 

Since the mid-1960's, an extensive literature has developed 
on plane wall-jets (see, for example, the review by Rajarat-
nam [1]), although the results lack a consistency comparable 
to that found with experimental data for other turbulent wall 
shear layers. (This is illustrated by the data scatter for the 
near-wall velocity profile and skin friction coefficient sub­
sequently shown.) There is also a disparity in the in­
terpretation of the available data which is reflected in the 
values for the log-law constants adopted by different workers 
and given in Table 1. These authors have identified a near-
wall region for which the log-law expression: 

u+ = - l n y + + 5 = - l n ( £ > + ) 
K K 

(1) 

is assumed to hold. These values may be compared with those 
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recommended by Brederode and Bradshaw [9] for turbulent 
boundary layers of K = 0 .41 and B = 5.2 (or £=8 .4) . Their 
choice for the additive constant, B, was made to insure 
agreement with Patel's direct calibration for "Preston tube" 
skin friction measurements. It is clear that some of the wall-
jet investigators of Table 1 consider there to be a log-law 
region similar to that found in turbulent boundary layers at 
moderate pressure gradients, while others imply that this 
region has quite a different character. 

The present contribution has two main purposes. First, to 
obtain an analytic expression for the complete velocity profile 
in the fully-developed flow regime of a plane, turbulent wall-
jet in stagnant surroundings: extending from the wall to the 
free edge of the jet. Second, to transform this expression in 
order to yield an "optimum log-law" for skin friction. The 
results of this analysis are subsequently used to resolve the 
anomalies, previously identified, in the log-law constants 
adopted by previous workers for plane wall-jets. They also 
lead to recommendations concerning the treatment of the 
near-wall region in numerical calculation methods for wall-
jets, as well as the use of the Clauser plot method of skin 
friction measurement in such flows. 

2 Complete Velocity Profile 
The velocity profile for turbulent boundary layers may be 

well represented by an equation of the form: 

K 
+ B + Cw (S) (2) 

outside the viscous sublayer. This is essentially the log-law 
expression, equation (1), modified by Coles' "law of the 
wake" [10.]. Spalding [11] chose a cosine form for the wake 
component, w(y+/d+), to represent plane, turbulent wall-
jets, but suggested that the agreement with experiment could 
be improved by a better choice of wake function; possibly 
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Table 1 Plane wall-jet log-law constants 

Authors 

Myers, et al. [2] 
Pai and Whitelaw [3] 
Pai and Whitelaw [3] 
Mabuchi and Kumada [6] 
Alcaraz, et al. [7] 

Date 

1963 
1969 
1969 
1972 
1977 

Data Source 

Authors 
Bradshaw and Gee [4] 
Kruka and Eskinazi [5] 

Authors 
Tailland and Mathieu [8] 

(Corrected) 

Log Law Constants 

K 

0.411 
0.507 
0.522 
0.406 
0.555 

B 
4.90 
10.48 
9.00 
5.10 
8.00 

E 
7.48 

200.00 
107.50 

7.94 
84.90 

using a polynomial. The procedure used by Spalding [11] for 
evaluating the coefficient C is equivalent to setting u+ = 0 at 

= 5+ (=Z?,fo+ ) and gives: 

[~ln(Z>,&,})+i?] (3) 

In the present contribution, a sine relation is adopted to 
represent the wake function itself: 

•(£)-M£)) (4) 

The use of equation (2) implies that the velocity profile results 
from an interaction between the near-wall (log-law) and 
"free-jet" (wake component) regions of the wall-jet. It is 
therefore logical to employ boundary layer values for the log-
law constants and Brederode and Bradshaw's recom­
mendations [9] are used here: K = 0 .41 and 5 = 5.2. In order to 
evaluate the coefficients D] and D2 in the wake function, 
equations (3) and (4), the following boundary conditions must 
be satisfied: 

u y+ 

- = 0 . 5 a t ^ = l 
Um 07, 

•(£)• :.lat- 1 (5) 

These coefficients, obtained using an iterative solution 
procedure, are found to be closely represented by the "power 
law" relations: 

Di=2.21Rm
000962 

D2 = 12.6R,,, -0-00962 

(6) 

(7) 

for 2000<Rm <35,000 (the range covered by the experimental 
literature) and with the foregoing choice of log-law constants. 
The Reynolds number dependence of these coefficients 
reflects slight streamwise dissimilarity in the velocity profile, 
due to the differing character and development of the inner 
and outer layers of the wall-jet. The present wake function is 
in reasonable agreement with the plane wall-jet data of 
Bradshaw and Gee [4] as shown in Fig. 1. It also agrees well 
with the "plane flow" version of Starr and Sparrow's tabular 
wake function [12] derived from their cylindrical wall-jet, 
which was subsequently used by Mabuchi and Kumada [6] for 
comparison with their own plane wall-jet data. 

In order to obtain an expression for the complete velocity 
profile in a plane wall-jet, it is necessary to allow for the 
deviation of the mean (time-average) velocity from that given 
by equation (2) within the viscous sublayer. A single analytic 
function for the profile in the buffer zone between the 
"linear" sublayer and the log-law region of a turbulent 
boundary layer has been derived by Spalding [13] in the form: 

y+=f(u+) (8) 

where 

f(u+)=u+ +e r \eKU+ - 1 
(KU+)2 

2\~ 

(KU+)3 (KU+Y 

3! 4! 

and 

A = KB 

(9) 

(10) 

Equation (9) asymptotes to the outer layer profile and 
combining it with equation (2), in a similar manner to that 

N o m e n c l a t u r e 

A 
b„ 

K = 
B = 
C = 
cf = 

CF = 

D+ = 

Ds = 

E = 

h = 

KB 

cross-stream distance from the 
wall to the point where 
u/um =0.5 
uTbu/v 
log-law additive constant 
"wake function" coefficient 
skin friction 
Tw/VlPU1„ 

coefficient, 

coefficient, skin friction 
T„/VlpU2

e 

van Driest damping function 
"constant" 
8+/bt 
sine coefficient in wake 
function 
log-law "integration" con­
stant 
effective height of flattened 
pitot tube 

Kb = 
Ku = 

1 = 
1 + = 

Re, 
Rm 

s 
u 

u + 

ue 

"m 

"m 
Ur 

x,y 

jet spread parameter, dbu/dx 
jet peak velocity decay con­
stant 
Prandtl's mixing length 
uT\/v 
jet peak velocity decay ex­
ponent 
slot Reynolds number, ues/v 
local Reynolds number, 
umymlv 
slot width 
mean velocity component in 
the x-direction 
u/uT 

slot exit velocity 
jet velocity maxima (peak) at 
given x-position 
um/ur 

"friction velocity," (rw/p) Vl 

coordinate directions parallel 
and normal to the wall, 
respectively 

Xo 
y+ 

ym 

yt, 
ys 

a 

S 
8+ 

K 

P," 

a 

T, 

Ty, 

T + 

= 
= 
== 

= 
= 

= 

= 
= 
= 
= 

= 

= 

= 
= 

virtual origin of the jet 
uTy/v 
cross-stream distance from the 
wall to the point where u = u„, 
ury,„/v 
viscous sublayer thickness at 
v + = 5 0 
"f ree- je t" region mixing 
length constant 
wall-jet thickness 
urb/v 
von Karman's constant 
densi ty and k inemat ic 
viscosity, respectively 
standard deviation about mean 
value 
total (viscous plus turbulent) 
shear stress 
local wall shear stress 
T,/Tw 
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Fig. 1 Plane wall-jet wake function (normalized to 5 + /bu
 + =2.48, 

with K = 0.41 and B = 5.2) 

proposed by Dean [14] for turbulent boundary layers, gives a 
two-part expression for the complete velocity profile of a 
plane wall-jet in the form: 

,+ eKC^y+/b+) = / ( w + );_y + < 150 y-r g" 

y^e «Cu(>T IbZ ) —^UK1 
(11) 

where the partitional value of y+ , separating the influence of 
the viscous sublayer from that of the outer layer, is rather 
arbitrary within the range 10<y+ < 170. This is because the 
influence of the viscous sublayer, reflected in the first part of 
the formulation, is negligible f o r / + greater than about 30-50. 
However, this first part of the expression cannot be used in 
the outer layer, free-jet region, where u+ falls to zero but 
viscous effects do not influence the profile shape. Thus both 
parts of equation (11) yield identical results for about y+ >70 
and u+ > 13, although not otherwise. (Dean [14] was able to 
employ a single expression, similar to the first part of 
equation (11), for the complete velocity profile in turbulent 
boundary layers, as u+ for this outer layer never falls below 
about 20.) 

The outer layer form of equation (11) simply reproduces the 
results of equation (2). A typical velocity profile obtained 
using equation (11) is shown in Fig. 2. The complete velocity 
profile satisfies the following five boundary conditions: 

u+ = 0,du+/dy+ =\aty + = 0 

u+ = 0 . 5 M + a t ^ + = 6 + 

u+=0,du+/dy+=0aty+=5+ (12) 
The complete velocity profile formula is compared with 

experimental data for the plane wall-jet in Fig. 3. Agreement 
is seen to be reasonable in the outer layer but, in order to 
assess the causes for the obvious deviation in the near-wall 
region, it is necessary to consider the experimental techniques 
employed by the investigators ([2], [4], [8]). Very close to the 
wall (for about y+ <5), the mean velocity variation should 
conform to the "linear" profile, and the discrepancies in all 
three experimental studies is therefore likely to be due to 
measurement "errors." It is, of course, notoriously difficult 
to make measurements within the viscous sublayer as a result 
of its very small width. (Such problems are possibly the reason 
for the existence of so few data sets covering the near-wall 

X)1 10' 103 10' 

Fig. 2 Complete velocity profile tor the plane wall-jet (Hm = 9500) 

region of plane wall-jets in the literature.) The data of 
Bradshaw and Gee [4] was obtained using a flattened pitot 
tube for mean velocity and a "Stanton tube" for skin friction 
measurement. An indication of the spatial resolution of 
velocity measurements in the viscous sublayer may be ob­
tained from the ratio of the effective height of the probe, h, to 
the sublayer thickness, ys. Defining ys as the thickness 
corresponding to y+ =50 enables an estimate of h/ys to be 
made, and this is found to be about 0.340 in Bradshaw and 
Gee's experiments [4], In contrast, for Myers, et al. [2], who 
used a flattened pitot tube and a hot-film technique to 
measure mean velocity and skin friction, respectively, the 
ratio h/ys is estimated to be approximately 0.056. This im­
proved spatial resolution is likely to be the reason for the 
generally closer agreement with the linear sublayer 
requirement in the data of Myers, et al. [2], although their 
scatter is greater than the other studies. Tailland and Mathieu 
[8] obtained mean velocities with a pitot tube and skin friction 
data by extrapolating hot-wire, turbulent shear stress 
measurements to the wall. They were conscious of errors in 
the latter procedure resulting from the cooling effect of the 
wall on the hot-wire itself. Mathieu and his co-workers ([7], 
[8], [15]) have gone to some lengths to assess the magnitude of 
this error in their earlier data. The measurements presented in 
Fig. 3 have been corrected for the cooling effect by using the 
skin friction correlation of Alcaraz and Mathieu [15] based on 
the "floating surface element" technique. It is clear that, 
although this improves the outer layer agreement with the 
present complete velocity profile formula, the near-wall 
experimental data still does not conform to the linear profile. 
It seems likely that this is again due to the problem of spatial 
resolution, but the relative size of the measurement probe 
cannot be estimated as Tailland and Mathieu [8] do not give 
the dimensions of their pitot tube. The foregoing discussion 
would seem to support the contention that the present 
complete velocity profile, given by equation (11), is physically 
more plausible in the near-wall region than the available 
experimental data. 

In engineering practice, the wall-jet velocity profile is often 
required in a form based on the local, mean-flow velocity and 
length scales; um and bu, respectively. The definitions for the 
skin friction coefficient, cf, "friction" (or wall shear) 
velocity, uT, and local, mean-flow Reynolds number, R,„, 
may be used to transform the velocity profile formula 
equation (2) (which neglects the influence of the viscous 
sublayer) into such a form: 
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+ Csin M£)I (13) 

This expression may be solved for a prescribed slot Reynolds 
number, Res, and streamwise distance, x/s, via the formulas 
relating initial and local flow properties hereafter obtained 
(equation (22)). Typical velocity profiles obtained from 
equation (13) are shown in Fig. 4 together with Verhoff's 
commonly used expression [16] (which, for ylbu < 1 , closely 
follows the present velocity profile corresponding to a value 
of R,„ =2000). Verhoff's relation is based on an inner layer 
velocity profile described by a one-seventh power law, similar 
to Blasius' near-wall formula for turbulent pipe-flow, and an 
error function for the profile in the free-jet region. This 
expression is in good agreement with the plane wall-jet ex­
perimental data reviewed by Rajaratnam [1] and Verhoff [16] 
for about 0.2<y/bu <1.2. The present velocity profile 
formula, equation (13), is in better agreement with ex­
perimental data, particularly close to the wall and toward the 
free edge of the jet. 

3 Optimum Log-Law for Skin Friction 
Dean [17] has recently employed the log-law velocity profile 

formula for turbulent wall shear layers to obtain an "op­
timum log-law" for skin friction in two-dimensional, rec­
tangular duct-flow. This approach is adopted here to obtain 
an analogous expression for the plane wall-jet from equation 
(2). The latter may be transformed at the velocity maxima, 
where y =ym, noting that: 

^^=0^^= R , „m%4) 
uT \Cf/ v \ 2 / 

This gives the optimum log-law for skin friction in the form: 

The location of the velocity peak, y+ lb + , is simply obtained 
by differentiating equation (2) to find its maxima as a func­
tion of b+ (or R m ) . The optimum log-law, equation (15), may 
then be easily solved iteratively. A consequence of this 
procedure is that b« is found to be linearly related to R,„, 
within the range 2000 < R,„ < 35,000, and given by 

b+ =0.385R„ (16) 

which may be retrospectively used to solve equations (11), 
(13), and (15)1. The location of the velocity peak may then be 
expressed in the form: 

b+ V 2 / 
(17) 

using equation (16). 
A comparison of the optimum log-law with experimental 

data and data correlations for skin friction in plane wall-jets 
within nominally stagnant surroundings is shown in Fig. 5. 
This comparison is limited to data obtained with direct 
techniques for skin friction measurement as indirect methods 
of the "Clauser plot" type [20], employed by several workers 
([2], [6], [19]), presume the existence of a conventional log-
law region within the inner layer and necessitate prior 
specification of log-law constants. Myers, et al. [2], presented 
their data in terms of the wall-jet "initial conditions" (cF, 
Res, and x/s) and these have been converted to their local, 
mean-flow equivalent. This was performed by using the 
empirical peak "velocity decay" and jet spreading rate of 
Myers, et al., together with Verhoff's [16] value for the 
location of the peak velocity (y+ / 6 , | =0.1654). The resulting 

These equations have interrelated boundary conditions and were originally 
solved "simultaneously." 

Fig. 3 Complete velocity profile compared with experimental data 

VERHOFF'S PROFILE 

0 05 10 15 20 2-5 30 

y / b u 

Fig. 4 Wall-jet velocity profile scaled on mean-flow properties 

skin friction correlation exhibits a slight residual dependence 
on xls in addition to that associated with R„,. The optimum 
log-law is consequently seen (in Fig. 5) to be in good 
agreement with both the magnitude and trend of the 
available, directly-measured skin friction data. 

4 Approximate Skin Friction Formula 

Myers, et al. [2], have emphasized the desirability for 
engineering design purposes of presenting wall-jet skin 
friction data in terms of the jet's easily identified initial 
conditions (also, G. E. Myers, private communication, 1978). 
In order to convert the optimum log-law to this basis, it is 
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Table 2 Mean-flow properties of plane wall-jets: Experimental data 

Authors 

Sigalla [18] 
Schwarz and Cosart [21] 
Bradshaw and Gee [4] 
Myers, et al. [2] 
Giles, et al. [22] 
Tailland and Mathieu [8] 
Gartshore and Newman [23] 
Paizis and Schwarz [24] 
Wilson and Goldstein [25] 
Guitton and Newman [19] 

Date 

1958 
1961 
1962 
1963 
1966 
1967 
1969 
1975 
1976 
1977 

S(mm) 

7.95 
25.40 
0.46 

12.70 ' 
<0.64 

6.25 
7.72 
NA 
6.09 
7.62 

Experimental range 

Re, 

22,620-51,690 
13,510-41,600 

6039 
7100-56,500 

20,000-100,000 
11,000-30,000 

30,800 
NA 

3500-16,500 
30,000 

x/S 

<64 
18-66 

350-2150 
<180 
NA 

<192 
<124 

90-400 
25-127 
<207 

Velocity decay 

A'„ n 

3.45 
5.42 
3.96 
3.45 
NA 
3.85 
4.55 
3.70 
5.28 
NA 

0.500 
0.555 
0.549 
0.490 
NA 

0.500 
0.538 
0.500 
0.525 
NA 

Kb 

0.0633 
0.0678 
0.0741 
0.0787 
0.0768 
0.0705 
0.0660 
0.0860 
0.0780 
0.0710 

x0/S 

8.02 
11.20 
NA 
4.43 
NA 
8.00 
9.40 
NA 
7.50 
NA 

NA = not available 
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Fig. 5 "Optimum log-law" for skin friction beneath plane wall-jets 

necessary to make estimates of the mean-flow properties of 
the jet; specifically, the peak velocity decay and jet spread. 
These are conventionally written in the form: 

and 

ue \ s / 

s \ s s I 

(18) 

(19) 

where the spread constant, Kb, is equal to the far-field 
spreading rate (dbu/dx) and x0/s\s the so-called "geometric" 
virtual origin of the jet [26]. The experimental values for the 
constants appearing in these expressions are given in Table 2. 
The variability observed in the experimental data2 does not 
seem to justify a choice for the velocity decay exponent, n, 
other than 0.5. Adopting this exponent, then the experimental 
uncertainty in the constants may be represented by the 
following deviation about the mean values: 

Ku =3.73 ((7=0.57) 

i<rA=0.073((r=0.007) 

JC„/S = 8 .10(O-=2 .20) 

The optimum log-law for skin friction, equation (15), may 
be approximated by the simple relation: 

r = 0.0667R -°-258 
cf- (20) 

for 2000 <R,„ < 35,000 with an error of about 3 percent. This 
error is small in comparison with the foregoing uncertainty in 
the mean-flow properties required to obtain an approximate 

2 This variability does not exhibit any consistent dependence on either Res or 
x/s and appears to reflect experimental uncertainty. 
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Fig. 6 Approximate skin friction formula for plane wall-jets: 
uncertainty due to mean-flow properties. 

skin friction formula based on the jet initial conditions. 
Equation (20) has therefore been transformed in terms of 
these initial conditions by using equations (18) and (19) 
together with the mean values for their characteristic con­
stants to give: 

c f =1.38Re, -° - 2 3 ^ — j (21) 

for 3000<Re J < 140,000 and 30<*/.s<3000. This ap­
proximate skin friction formula is shown in Fig. 6 with an 
uncertainty band, obtained by the method of Kline and 
McClintock [27], which corresponds to one standard 
deviation in the mean-flow properties. The approximate 
formula is also compared in Fig. 6 with experimental data 
correlations ([2], [4], [18]). The correlations for Bradshaw 
and Gee [4] and Sigalla [18] were obtained by transforming 
their local skin friction correlations using their corresponding 
mean-flow data (except that in the latter case Verhoff's [16] 
value for the cross-stream velocity peak location was em­
ployed). The discrepancy between the approximate skin 
friction formula and Bradshaw and Gee's transformed 
correlation is mainly due to the deviation of their velocity 
decay data from the mean values used here (as can be ob­
served in Fig. 5, where their local skin friction is seen to be in 
quite good agreement with the optimum log-law). The skin 
friction correlation of Alcaraz and Mathieu [15], transformed 
using the mean-flow data of Tailland and Mathieu [8], is very 
close to that of equation (21) for 20 <x/s< 190. It is therefore 
not included in Fig. 6 for reasons of clarity. The approximate 
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skin friction formula is seen to be in good agreement with the 
available experimental data, except for that of Bradshaw and 
Gee [4] as previously discussed. 

The mean-flow properties of the wall-jet, given by 
equations (18) and (19), may also be used to obtain an ex­
pression for the local Reynolds number, Rm, in terms of the 
jet initial conditions. Adopting the experimental average 
values for these properties (as employed aforesaid) gives: 

( x\ °-40 

- J (22) 

with an uncertainty of about T 2 4 percent, based on one 
standard deviation in the mean-flow properties. Equation (22) 
may be used to solve the complete and cross-stream scaled 
velocity profile, and optimum skin friction formulas, 
equations (11), (13), and (15), respectively, for prescribed 
initial conditions. 

S Some Implications of the Wall-Jet Inner Layer 
The complete velocity profile formula for a typical local, 

mean-flow Reynolds number (Rm=9500) is compared with 
the conventional log-law for a turbulent wall shear layer in 
Fig. 2. It is clear that plane wall-jets do not exhibit a well-
defined log-law region due to the "strong" interaction be­
tween the near-wall and free-jet regions. The wall-jet profile is 
also seen to fall below the conventional log-law curve and this 
has important implications for both the calculation of wall-jet 
flows using modern numerical techniques and the ex­
perimental determination of wall-jet skin friction from 
methods of the Clauser plot type. 

The significance of the wall-jet inner layer can be illustrated 
by considering the treatment of the near-wall region in two, 
well-tested finite-difference calculation procedures for tur­
bulent thin shear layers: the Patankar-Spalding method [28], 
incorporated in the GENMIX code, and the Keller-Cebeci 
"box" method used by Cebeci and Smith [29]. The former 
bridge the steep property gradients close to the wall by em­
ploying "wall functions" based directly on the log-law, 
equation (1). Conversely, Cebeci and Smith [29] perform 
calculations within the viscous sublayer using a damping 
function of the van Driest type [30] applied to the near-wall 
mixing length distribution. Cebeci and Smith [29] give the 
resulting velocity profile in the form: 

" + = 7=dy
+ (23) 

J o l + V l + 4 a 
where « = ( K V + ) 2 [ 1 - e x p ( - j + / D + ) ] 2 . The damping 
length, D+ , has a conventional value of 25.5 corresponding to 
a value for the log-law additive constant, B, of 5.2. The total 
shear stress in the inner layer is given by: 

where there is a region, outside the viscous sublayer, for 
which 1 + = K V + . Thus, experimental mean velocity and 
turbulent shear stress measurements may be used to evaluate K 
from equation (24). However, there is a scarcity of such data 
sets for plane wall-jets and those available ([4], [8], [25]) 
would not seem to support a choice for K other than the usual 
value of about 0.41. Adopting this value enables D+ in the 
damped mixing length distribution: 

1 + = K y + [ l - e x p ( - ^ + / D + ) ] (25) 

to be evaluated by matching the velocity obtained from 
equation (23) with the wall-jet velocity profile, equation (11), 
in the region 70<y+ < 170. Equation (23) has been integrated 
numerically and the resulting dependence of D+ on Rm may 
be represented by the power-law relation: 

Z>+=8.61R,„0107 (26) 

for 2000 <R,„ <35,000. The corresponding expression for the 
dependence of the log-law "constant" £"in the wall functions 
of Patankar and Spalding [28] is: 

£=1.06Rm
0-204 (27) 

The use of these expressions for calculating the inner layer of 
wall-jet flows is only approximate as they still imply log-law 
behavior in the region 7 0 < ^ + < 170. Nevertheless, they will 
insure better agreement with the known physical charac­
teristics of wall-jets than the use of methods based on the 
near-wall properties of "conventional" turbulent wall shear 
layers. 

The Clauser plot method of obtaining skin friction data 
from mean velocity measurements [20] assumes, as previously 
noted, the existence of a log-law region with conventional 
values for the constants, K and B. The error in the use of this 
technique for wall-jets may be estimated by comparing the 
skin friction coefficient derived from it (employing Brederode 
and Bradshaw's recommendations for the log-law constants 
[9]) with coefficients obtained by fitting "effective" log-law 
constants to the complete velocity profile in the region 
70<y+ < 170. The Clauser plot values are found to be low by 
about 25 percent at R,„ = 2000 with the error reducing to 1 
percent at Rm =35,000. However, the problem is complicated 
by measurement errors in mean velocity data for the inner 
layer. These mean velocities are higher than the complete 
velocity profile and therefore alter the apparent error in the 
corresponding Clauser plot skin friction data. The corrected 
mean velocity data of Tailland and Mathieu [8] implies an 
increased skin friction error, while Bradshaw and Gee's data 
[4] slightly reduces it and that of Myers, et al. [2], almost 
eliminates this error. The latter is undoubtedly the reason that 
Myers, et al., found Clauser plot data to be in good agreement 
with their hot-film measurements. The inconsistency in the 
effect of the data of different workers appears to be due to the 
separate influences of the error in the inner layer velocity 
measurements and the range of Rm. In view of the foregoing 
uncertainties in the application of the Clauser plot, its use is 
not recommended for wall-jet flows. 

6 Concluding Remarks 
An analytic expression for the complete velocity profile of a 

plane wall-jet in stagnant surroundings has been obtained by 
coupling Spalding's single formula for the inner layer with a 
sine function for the wake component. The profile is shown to 
satisfy the wall boundary conditions and to exhibit near-wall 
behavior which is physically more plausible than the available 
experimental data, due to measurement errors inherent in the 
latter. The complete velocity profile results from the strong 
interaction between the near-wall and free-jet regions and 
does not display a well-defined log-law region. The complete 
profile is dependent on the local, mean-flow Reynolds 
number and the inner layer profile falls below the con­
ventional law of the wall for turbulent thin shear layers. The 
variation in the log-law constant adopted by previous in­
vestigators (noted in the Introduction and Table 1) has 
therefore resulted from attempts to fit a log-law relation to 
this inner layer at differing Reynolds numbers. Recom­
mendations have consequently been made to modify the usual 
treatment of the near-wall region in numerical calculation 
methods for wall-jet flows. The complete velocity profile also 
provides a basis for generating the "starting profiles" in such 
methods. 

The complete velocity profile formula has been trans­
formed at the velocity maxima to yield an "optimum log-
law" for skin friction. This was then used to develop an 
approximate skin friction formula based on the initial con­
ditions of the wall-jet. Both formulas have been shown to be 
in generally good agreement with the available experimental 
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data. The Clauser plot method of deriving skin friction 
coefficients from measured velocity profiles has been shown 
to be unreliable for wall-jet flows, due to both the necessity of 
specifying log-law constants and the measurement errors in 
near-wall velocity data. 
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Authors' Closure 

The author is grateful to the discusser for his comments and 
suggestions on the present work. It is perhaps appropriate to 
record that Professor Bradshaw's many publications on 
turbulent shear flows have been a source of enlightenment to 
the author, and much of the terminology of the paper bears 
witness to this influence. 

The shear stress distribution in Townsend's linear-stress 
layer [31] may be written in the form: 

T + = l + a + .y + (28) 
The rather limited data available [4, 8, 25] suggests that for 
wall-jets in stagnant surroundings this layer extends for about 
40 < y + < 800 (see the inset of Fig. 7) and that a+ = -
0.0044 (corresponding to R,„ = 8250), although a+ is strictly 
a function of R,„. If 1 + = /y + , then it can be shown that the 
velocity distribution in the linear-stress layer is given by the 
following expression: 

1 , , 2 / 1 + V T + \ 2 / , \ 
u+ = —lny+ +B ln( ) + — ( V T + - 1 ) (29) 

K K \ 2 / K \ / 

The form used here is that employed by Cebeci et al. [32]. 
Unfortunately the shear stress is negative for y+ > 227', and 
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data. The Clauser plot method of deriving skin friction 
coefficients from measured velocity profiles has been shown 
to be unreliable for wall-jet flows, due to both the necessity of 
specifying log-law constants and the measurement errors in 
near-wall velocity data. 
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The shear stress distribution in Townsend's linear-stress 
layer [31] may be written in the form: 

T + = l + a + .y + (28) 
The rather limited data available [4, 8, 25] suggests that for 
wall-jets in stagnant surroundings this layer extends for about 
40 < y + < 800 (see the inset of Fig. 7) and that a+ = -
0.0044 (corresponding to R,„ = 8250), although a+ is strictly 
a function of R,„. If 1 + = /y + , then it can be shown that the 
velocity distribution in the linear-stress layer is given by the 
following expression: 

1 , , 2 / 1 + V T + \ 2 / , \ 
u+ = —lny+ +B ln( ) + — ( V T + - 1 ) (29) 

K K \ 2 / K \ / 

The form used here is that employed by Cebeci et al. [32]. 
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the last two terms on the right of equation (29) become 
imaginary. However, it is possible to study the qualitative 
behaviour of the distribution implied by equation (29) if the 
trend of these last two terms are extrapolated. The resulting 
curve is shown in Fig. 7 (where the dashed curve represents the 
extrapolation), and can be seen to exhibit a "convex-
upwards" profile similar to that of the complete velocity 
profile. Indeed agreement can be regarded as very good in 
view of the uncertainty in the value of a + . It is therefore clear 
that, although 1 + ^ KV+ across the whole of the linear-stress 
layer, and even equation (29) cannot be exactly solved for>> + 

> 230, Professor Bradshaw's explanation of the profile shape 
is certainly qualitatively correct. It should be noted, of course, 
that the linear-stress distribution itself results from the strong 
interaction between the inner and outer (free-jet) layers: the 
dominant physical mechanism in wall-jets. 

The question of the Reynolds number dependence of the 
"wake component" coefficients, £>, and D2, was also raised 
by one of the referees. It results from a solution of the velocity 
profile formula for prescribed boundary conditions, which 
are very restrictive in the case of the wall-jet (no flow-specific 
empirical data were employed in the present solution). In this 
sense the Reynolds number dependence is a "real" effect 
which, it may be argued, is simply another reflection of the 
strong interaction between, and different streamwise 
development of, the inner and outer layers. Support for this 
view comes from Glauert's classic analytical paper [33] which 
also demonstrates the slight nonsimilarity and Reynolds 
number dependence of the velocity profile in turbulent wall-
jets. In more recent work [34], the author has attempted to 
apply the present formulation as a consistency check on Ir­
win's self-preserving wall-jet [35] (in which the ratio of the 
peak to free-stream velocity was maintained at 2.65:1). It was 
found that in this case the sinusoidal wake function did not 
satisfy the required boundary conditions: the sine form is thus 
of only limited application. To overcome this problem a 
quartic wake function was adopted which satisfied even more 
boundary conditions than the present formulation, although 
it required an empirical specification of 5+ lb*. (The results 
were found to be relatively insensitive to the choice of this 
parameter.) It is interesting to note that the wake function 
coefficients, four in this case, were again Reynolds number 
dependent. Whether or not this dependence may be in­
terpreted as implying direct viscous effects on the large 
"eddies" in the outer layer is open to doubt. The mean-flow 
Reynolds number, R,„, is defined using velocity and length 
scales at the overlap position between the wall-jet inner and 
outer layers; the velocity peak. Although these scales should 
be independent of near-wall viscous effects, they are deter­
mined by the interaction of two layers of quite different 
character. There is no counterpart to this strong interaction in 
boundary layers, where so-called 'Reynolds number 
similarity' of the large eddies is observed. Similarly, in duct 
and pipe-flows where the weakly interacting layers are 
symmetrically opposite. It may therefore be tentatively argued 
that R,„ simply reflects scaling of the wall-jet overlap 
properties conveniently rendered dimensionless by the 
kinematic viscosity of the fluid. 

The author will certainly consider Professor Bradshaw's 
suggestion of extending profile analysis to obtain a skin 
friction formula for wall-jets below an arbitrary external 
stream. It would seem appropriate to undertake this in the 
context of the author's more recent work [34]. However, it 
might be anticipated that the wake function coefficients 
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profiles (<x + = - 0.0044, Rm = 8250) for the plane wall-jet 

would strictly depend on the upstream 'history' of the peak to 
free-stream velocity ratio. The resulting formulation may 
therefore lack simplicity and/or "exactness." 

Finally, a referee also questioned the usefulness of velocity 
profile families in the age of 'differential field' com­
putational methods. It is the author's view that fluid 
dynamicists would be unwise to dismiss any of the tools 
available: analytical, computational or experimental. Each 
approach may well have a complementary rather than 
competitive role to play in aiding the understanding of 
complex turbulent flows. Indeed, the author's interest in 
profile analysis actually developed from an attempt at tur­
bulence modelling for wall-jet flows and the consequent need 
for near-wall boundary conditions. A reliance solely on ex­
perimental measurements can be equally misleading. Ac­
cording to a recent paper by Ljuboja and Rodi [36], Professor 
B. E. Launder and Dr. W. Rodi concluded from a review of 
experimental data that the conventional log-law holds for 
wall-jets, at least in the limited range 30 < y+ < 50. This is 
contrary to the present results and the authors were 
presumably misled by the inherent errors in near-wall 
measurements discussed in the present paper. Professor 
Bradshaw is, of course, an exponent of the complementary 
use of different "tools," and this is evident, for example, in 
the recent paper of Cebeci et al. [32]. Here the starting 
profiles for a differential field method were generated using a 
boundary layer version of Coles' profile expression, equation 
(2), in much the same way as advocated in the present paper. 
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Draining of Tanks With 
Submerged Outlets or Without 
Vacuum-Relief 
// is shown that the gravity-induced draining of liquid from a tank does not cease 
when the pressure differential at the outlet is zero if the liquid level is still above the 
outlet. Instead, either air or exterior liquid is ingested, depending on whether or not 
the tank outlet is submerged. Analytical models are developed to predict both the 
onset of ingestion and the subsequent discharge rates; experimental results are used 
to guide these developments. The models are shown to agree well with tests of 
draining during air ingestion and during water ingestion when the tank liquid is 
denser than water. When the tank liquid is less dense than water, however, the 
predictions of water ingestion are only in qualitative agreement with tests. Some 
possible reasons for this discrepancy are advanced. 

Introduction 

It is a common observation that gravity-draining of liquid 
from a tank into air requires a tank vent or vacuum-relief 
valve. Otherwise, a partial vacuum is created in the tank 
ullage, and the liquid outflow becomes intermittent as air is 
periodically ingested through the tank outlet. It is perhaps not 
so widely observed that when the tank outlet is below the 
surface of a surrounding liquid the exterior liquid can be 
ingested into the tank even if the tank is vented. In both cases, 
the rate of discharge is markedly reduced during the time the 
ingestion occurs. 

A prediction of the discharge rate during ingestion is 
needed in some cases of interest. For example, the cargo tank 
of a ship may be punctured below the waterline, or if it is 
punctured above the waterline, the tank vacuum-relief valve 
may be jammed shut. These kinds of tanker-safety con­
siderations prompted the present study,1 but the results are 
applicable to other situations as well. A literature review 
showed that mathematical or physical models for computing 
discharges from tanks when air or liquid is ingested through 
the outlet are not available, although the somewhat related 
problem of the conditions required for a liquid discharge pipe 
to run full has been treated [1]. Consequently, the models 
described herein have been developed practically from first 
principles, using experimental results to guide and verify the 
models. 

Tank Draining With Air Ingestion 

Analysis. The ullage pressure P„ of an unvented tank 
decreases as the liquid contents are discharged. Eventually the 
pressure difference AP across the outlet can become zero. If 
the liquid level is still above the outlet, the discharge does not 

As part of a broader investigation of accidental discharges from punctured 
ship tanks sponsored by the U.S. Coast Guard, Contract DOT-CG-73623-A. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Joint ASME/ASCE 
Bioengineering, Fluids Engineering, and Applied Mechanics Conference, June 
22-24, 1981, Boulder, Colo. Manuscript received by the Fluids Engineering 
Division, October 20, 1980. Paper No. 81-FE-21. 
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VOLUME - Vh 

i 
AIR : 
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DENSITY -p ?.(•'. 

All! 
L OUTLET AREA - AQ 

Fig. 1 Air Ingestion in an unvented tank 

cease since a vertical, stationary, liquid-gas interface is un­
stable except for interfaces so small that surface tension can 
stabilize them. Instead, air is ingested through the outlet to 
relieve the ullage vacuum. Additional liquid is thereby 
allowed to discharge. But the outflow becomes intermittent 
because the ingested air bubble temporarily blocks the outlet. 
After the bubble clears the outlet, the discharge resumes until 
P„ again decreases to the point where air is ingested. This 
process is repeated continually until the liquid level falls to the 
outlet, as depicted schematically in Fig. 1. (For long, ver­
tically oriented outlets, the hydrostatic head may vary sub­
stantially along the outlet, and the air bubbles may block only 
the top part of the outlet; these kinds of outlets are not 
considered here.) 

Predicting when the outlet flow decreases to such a low 
value that the outlet cannot run full or when the flow 
momentum cannot restrain the entrance of bubbles into the 
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outlet (whichever is the governing mechanism) would require 
a sophisticated analysis beyond the scope of this paper. In­
stead, the hypothesis is made that bubbles are ingested when 
the momentum flux ptv

2 (i.e., the force per unit area that 
must be overcome by the bubbles) decreases to some critical 
value: 

PiV 
Pig(Zi-z0) = K, (1) 

Pa 
where Kx is a nondimensional parameter. This hypothesis is in 
accord with our tests, which gave 0.001 <A", <0.002 and 
indicated that Kt did not depend on the size of the outlet or on 

Pi-
The volume of air ingested must be known in order to 

predict the increase APU of the tank pressure. Each cycle of 
air inflow will be completed when either (1) the tank pressure 
increases to the point that a liquid outflow is re-established, or 
(2) an instability related to surface tension "pinches off" the 
bubble at the outlet. Our experiments did not cover a suf­
ficiently wide range of parameters to make a definite choice 
between these two alternatives. But after both measuring the 
sizes of many bubbles from photographs and inferring bubble 
volumes from the measured APU for many cycles, it seemed to 
us that the bubble was pinched off by an instability, in­
dependently of the pressure increase. The experiments in­
dicated that an average bubble had a volume equal to that of a 
sphere whose diameter was about 1.8 times the diameter of 
the outlet: 

K6=4.2(,40)3/2 (2) 

Equation (2) correlates the bubble volume data to about ± 50 
percent. Because of this substantial scatter, nothing definite 
can be said about the nondimensional parameters that in­
fluence the constant in equation (2). If our hypothesis is 
correct, however, it could be a weak function of the Bond 
number, pgA0/a, where a is air-liquid interfacial tension. 

The discharge rate during the intervals between air 
ingestion events can be computed by the standard steady-state 
orifice-flow relation: 

Q=A0Cd[W.Pu -Pa)/p,+g(.Zi-Zo)) 1 
The relation between Q and Zi is simply 

dz, 
~dl = -Q/A 

(3) 

(4) 

The ullage gas pressure is assumed to expand adiabatically 
during periods of outflow and to be compressed adiabatically 
during the time when the outflow is momentarily halted and 
the ingested air is added: 

PU
 TV P«V„ ) TV v„ ) 

The last approximation assumes that the ullage gas density is 
essentially the same as air.2 

A computerized solution must be used to compute the 
intermittent flows predicted by equations (1-5). 

Tests. The tests used a cylindrical tank 27.6 cm in diameter, 
made of transparent arcylic plastic and having a total capacity 
of 36.5 liters; see Fig. 2. Circular outlets 3.2 cm and 2.2 cm in 
diameter were drilled into the 1.2-cm-thick wall at a point 4.2 
cm above the bottom; their discharge coefficients were 
determined experimentally to be 0.72. Ullage pressure was 
measured by a vacuum pressure gage having a total range of 
127 cm of water and a least count of 2.5 cm of water. Liquid 
levels were measured visually by scribed marks spaced 2.54 
cm (1.0 in.) apart on the tank wall. A stop watch, with a least 
count of 0.1 s, was used for time measurements. Most of the 
tests were conducted with water, but carbon tetrachloride and 
isopropyl alcohol were also used. 

The tank was fitted with a manually adjustable vacuum 
relief valve so that the start of air ingestion could be con­
trolled independently of the initial liquid and ullage volumes 
for some tests; the valve was left at its last setting after the 
ingestion started. For other tests, the valve was always closed. 
The ullage pressure oscillated each time air was ingested, and 
the nominal pressure gradually approached Pa; at the instant 
the outlet was uncovered, Pu was in fact indistinguishable 
from Pa. 

The value of K{ was determined in several tests by noting 
the liquid level and ullage pressure at the onset of ingestion. 
Since both Pu and Zi could only be measured to within one-
half of the least count of their measurements methods, there 
was an uncertainty of about 0.001 atmosphere in these 
determinations, which accounts for the range specified in 
equation (1) for A-,. 

Model-Test Comparisons. A quantitative comparison of 
the computerized model and a typical test result is shown in 
Fig. 3. The effects of the vacuum relief valve were simulated 
by continually adjusting the volume of air in the ullage prior 
to ingestion so as to maintain a vacuum pressure of 15.2 cm of 
water, in accordance with the conduct of the test. After 
ingestion was predicted to start, the effects of the relief valve 
were simulated by adding air to the ullage whenever Pu fell to 
a vacuum of less than 15.2 cm water; these quantities were 
relatively small compared to the quantity ingested through the 
outlet. The predicted time for the start of ingestion was 22.3 s, 
compared to 21.6 s in the test; at the start of ingestion, the 
drop in the initial liquid level was predicted to be 6.2 cm, 
while the measured drop was 8.0 cm. These model-test 
discrepancies are primarily the result of the uncertainty in the 

(5) When the liquid is volatile, this assumption is invalid and evaporation from 
the liquid into the ullage must also be accounted for. See [2]. 

A 
A0 
A0i 

A 

cd 
g 

* 1 

Pa 

Pu 

= tank cross-sectional area 
= tank outlet area 
= outlet area occupied by 

outflow 
= outlet area occupied by 

inflow 
= discharge coefficient 
= acceleration of gravity 
= empirical constant, 

see equation (1) 
= atmospheric absolute 

pressure 
= tank ullage absolute pressure 

AP 

APU 

AP„ 

Q 

Qw 

t 

vb Vu 

= pressure differential across 
outlet 

= change in Pu when air is 
ingested 

= pressure differential across 
ingested water column 

= tank liquid volumetric 
outflow rate 

= exterior liquid volumetric 
inflow rate 

= time 
= volume of ingested air bubble 
= volume of tank ullage 

Zl 

Zo 

z, 
Zw 

Zwt 

y 
Pi 

Pw 
a 

= tank liquid level above 
bottom 

= tank outlet level above 
bottom 

= height of tank 
= exterior liquid level above 

tank bottom 
= ingested liquid level above 

tank bottom 
= ratio of specific heats 
= density of tank liquid 
= density of exterior liquid 
= air/liquid interfacial tension 
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Fig. 2 Test apparatus for air and water ingestion studies 
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Fig. 3 Comparison of air ingestion model predictions and typical test 
results 

value of K\ used in the model. The actual discharge rate 
predicted by the model after the start of air ingestion com­
pares well with the tests. The total discharge time was 
predicted to be 86.0 s, compared to the 88.1 s measured in the 
test. When the tank was fully vented, the corresponding 
discharge time was 51s. 

Tank Draining With Water Ingestion 

Analysis. If the tank outlet is submerged, outside liquid will 
be ingested when the hydrostatic pressure outside the outlet 
equals the interior pressure. Once again, however, the 
discharge will not stop when this condition of zero AP occurs. 
For immiscible tank and exterior liquids, as is assumed here, 
the discharge will in fact continue until the exterior liquid 
covers the outlet on both the inside and the outside. Our 
preliminary tests showed, moreover, that the discharge does 
not become intermittent, as it does for air ingestion; instead a 
steady inflow and outflow simultaneously share the outlet 
area. 

Since the discharge is steady or changing very slowly, the 
AP at the outlet must also be steady or changing very slowly. 
AP cannot increase, since this would lead to an increase of the 
discharge velocity, which is illogical, but it may decrease, so 
as to approach zero as the outflow ceases. In any case, the 
change in AP is so slow that an important proportionality 
between the inflow and outflow rates can be derived by 
assuming that d(AP)/dt=*0. There are two cases to be con­

sidered: pi>p„ and pi<pw. (For definiteness, the exterior 
liquid is assumed to be water, and the tank liquid is called the 
cargo.) 

When pi >pw, the ingested water rises to the cargo surface. 
As depicted in Fig. 4, the pressure differential at the outlet is 

AP=P„ +pwg(zwl -Zi) + p,g(.zi-z0) 

- [Pa + Pwg(Zw - Zo)] (6) 

Assuming that the tank is vented so that Pu remains constant, 
the requirement of d(AP)/dt = 0 thus leads to 

d, dzi 
Pw8-j:(Zwt-Zi) + Pi—T-

dt at 
= 0 (7) 

Since Q=-A(dz,/dt) and Qw=A(dzvll/dt-dzi/dt), 
equation (7) reduces to 

P»Qw=PiQ (8) 

That is, the weight of the water ingested per unit time is equal 
to the weight of the cargo discharged per unit time. Ingestion 
continues until all the cargo above the outlet is discharged, 
i.e., untilZi=z0-

When 
PI<PVI> the ingested water sinks to the tank bottom. 

The pressure differential at the outlet is 
AP = P„ +Pig(Zi ~Zo) ~ [Pa+P»g(Zw-Z0)] (9) 

Thus, d(AP)/dt = 0 gives dzi/dt = 0, or 

QW = Q (10) 

That is, the volume of water ingested per unit time must be 
equal to the volume of the cargo discharged per unit time. The 
water continually lifts the cargo until all the cargo below the 
outlet is discharged, i.e., until zwl = za • 

When the tank is unvented, P„ may not remain constant. If 
Pi>pu, the relation corresponding to equation (7) is 

g(z,-zwl) + yPu/pi •) 
>wQw = PiQ[ 

g(z,-zwl) + yPu/pw 
(11) 

If PI < p„, the cargo level Zi does not change, so P„ = constant 
<Pa, and equation (10) remains valid. Equations (8), (10), 
and (11) were verified in our experiments. 

Predicting the onset of ingestion theoretically again 
requires stability analyses beyond the scope of this paper. Our 
tests showed that an equation of the form of (1) seemed to 
control the onset, but with P„ replaced by the total exterior 
pressure, P a +pwg(zw-z0). AP at the onset can thus be 
evaluated as K\[P\+p„g{z„-zw)\. But since AP remains 
nearly constant thereafter during the ingestion, it must always 
be nearly equal to the onset value of AP. Since the discharge 
velocity is proportional to VAP, the numerical value of K{ 

would play a much more important role for water ingestion 
than for air ingestion. In fact, very accurate experimental data 
for Ki would be required. We therefore chose to compute the 
point of ingestion as follows. When AP neared zero in our 
computerized model, the discharge rate for the next time 
interval At computed by assuming that water ingestion had 
not yet begun was compared to that computed by assuming 
that it had, using the flow equations given below. At some 
AP, the discharge without ingestion was less than with 
ingestion, even though the discharge stream during ingestion 
has to share the outlet area with the inflow stream. This AP 
was selected as the onset of ingestion. The same thing can be 
accomplished analytically by finding the AP where dQ/dt is 
greater with water ingestion than without it. Our procedure 
has some physical merit since it is believed that ingestion 
should occur so as to maximize the discharge. 

Knowing AP, the discharge velocity can be computed. 
However, neither Q nor Qw can be determined until the 
corresponding outlet areas are known. One relation for 
predicting this is 

Journal of Fluids Engineering MARCH 1982, Vol. 104/69 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



'K >PW 

Fig. 4 Water ingestion phenomena as a function of tank liquid density 
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Fig. S Comparison of water ingestion model predictions and typical 
test results forP, >p„ 

Equations (8), (10), (12), (13), and (15) (or (11) and (14) 
instead of (8) and (13)), along with the AP determined as 
described earlier, are sufficient to predict the discharge rate 
after the ingestion begins. 

Tests. The tank used in the air-ingestion studies was placed 
in a much larger diameter tank that could be filled with water 
to cover the outlet. The tank liquid for most of the tests was 
either carbon tetrachloride (pt = 1.59 p„) or isopropyl alcohol 
(pi =0.78 pw), both of which are virtually immiscible with 
water. In order to emphasize the effects of water ingestion, 
the vacuum-relief valve was kept closed for all the tests. Thus, 
the ullage pressure almost immediately dropped to a suf­
ficiently high vacuum to cause water ingestion. 

Model-Test Comparisons. The tests qualitatively confirmed 
the primary assumptions of the analytical models. Table 1 
shows typical test results. During both the carbon 
tetrachloride and isopropyl alcohol tests, the AP at the outlet 
remained small and nearly constant. Further, the discharge 
continued until the outlet was covered on both sides by water. 
The relative efficiency of air-ingestion and water-ingestion 
can also be seen from these tests, since an air-ingestion test 
using the same initial conditions required less than 200 s to 
drain the tank. 

Figure 5 gives a quantitative comparison of a typical test 
and the model predictions for a case with p/>pw. The test is 
predicted very well in all of its particulars. The comparison 
for tests with p/<pw were, however, not as good. For 
example, the predicted discharge time for one isopropyl 
alcohol test was 194 s, compared to a measured 610 s, 
although the predicted ullage vacuum was in fair agreement 
with the test. It seems evident that equation (14) must over-
predict the driving force for the water ingestion when pt<pw, 
even though the corresponding equation (13) for p/>pw 

apparently is a valid approximation. There were no observed 
differences in the behavior of the liquids during the tests that 
explain this contradictory result. 

A0i +A„W —A„ (12) 

but one more relation is required, which is here chosen to be a 
prediction of inflow velocity. The driving force for the 
ingestion is the negative or positive buoyancy of the water 
relative to the cargo. The tests showed that the water stream 
entering the tank soon broke up into discrete droplets, but it is 
assumed here that the entrance velocity is the same as if the 
water remained in a continuous streamtube, as shown in Fig. 
4. The APW acting on the streamtube, if p/ >pw, is 

^Pw=g(Pl~Pw)(Zl-Z0) 

lfpw>Pi,APwis 

&Pw=g(Pw~P/)(Z0-ZM) 

(13) 

(14) 

These equations can be derived by considering the various 
hydrostatic heads, starting at the outside air, proceeding 
through the outside water, through the outlet, and then along 
the streamtube to the interface between the water and the 
cargo inside the tank; since AP is small compared to APW, it is 
neglected in computing AP„,. As can be seen, the net APW is 
just the buoyancy force per unit area acting on a submerged 
column of water of length z, -z0, for p, >pw, or z0 -z„t, for 
Pw>Pi. Equation (13) or (14) predicts trie trends of the inflow 
velocity observed in the tests; namely, the inflow velocity is 
greatest at the start of ingestion and smallest just as the outlet 
is cove»-f ., this is the physical justification of the stream tube 
assumption. The water inflow rate is computed by 

Qw =A0WCd^2APw/p~„ (15) 

Conclusions 

It has been demonstrated that the gravity-induced draining 
of liquid from a tank does not cease when the pressure dif­
ferential at the outlet is zero if the liquid level is still above the 
outlet. Instead, either air or outside liquid (e.g., water) is 
ingested into the tank through the outlet, depending on 
whether or not the outlet is submerged. If air is ingested, the 
discharge becomes intermittent because of the blockage of the 
outlet by the ingested air bubbles. The vacuum in the ullage is 
alternately relieved by the ingested air and then drawn down 
again by the subsequent liquid discharge. On the other hand, 
if outside liquid is ingested, the outflow remains steady but 
shares the outlet area with the steady inflow. The ullage 
vacuum also remains steady after the ingestion begins. 

Analytical models have been developed which predict both 
the onset of ingestion and the discharge rates. For un-
submerged outlets, air is ingested when the outlet AP falls to 
about 0.2 percent of atmospheric pressure. An empirical value 
of the air volume ingested per ingestion cycle is used in the 
model to help predict the discharge rate. For submerged 
outlets, liquid ingestion begins at a point that maximizes the 
discharge rate; the outlet AP for these conditions is also of the 
order of 0.1 percent of the exterior pressure. The inflow rate is 
related to the discharge rate such that AP at the outlet remains 
approximately constant after ingestion begins; for vented 
tanks, this requires equal inflow and outflow mass flow rates, 
of pi>pw, and equal volumetric flow rates, if pt<pw. The 
driving pressure for liquid ingestion is taken to be the positive 
or negative buoyancy of a column of the exterior liquid in the 
tank liquid. 
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Table 1 Pressure Differential at Outlet for Typical Water 
Ingestion Studies1 

Carbon Tetrachloride Test, p/ = 1.59 pw 

Cargo Surface 
Z/,cm 

32.3 

22.2 

4.4 

Cargo Surface 
Zi, cm 

32.3 

31.7 

Water Surface Ullage Pressure Outlet AP 
z ^ . c m P„ ,cmH20 cmH 2 0 

32.3(2) -33 .0 3.7 

31.4 -28 .0 1.9 

27.6 -19 .0 1.0 

Isopropyl Alcohol Test, p/ = 0.7Spw 

Water Surface Ullage Pressure Outlet AP 
zw , ,cm P M , cmH 2 0 cmH 2 0 

0 -12.7 1.5 

5.5(3) -12.7 1.0 

Time 
t, s 

~ 0 

245 

665 

Time 
I, s 

~0 

610 

All distances measured from tank bottom; outlet centerline = 4.4 cm above 
bottom; outlet = 2.2 cm; water level outside tank =12 cm, or 7.6 cm above 
outlet centerline 

Water layer thickness = zw , - Z(, equals zero at r = 0. 
3 Top of outlet 

The analytical model predictions of both air and water 
ingestion, when p/>pw, are in excellent qualitative and 
quantitative agreement with tests. For water ingestion, when 
Pi<pw, the model overpredicts the discharge rate sub­
stantially, although the postulated proportionality between 
the volumetric inflow and outflow rates was shown to be 
valid. There is no evident reason why the assumptions upon 
which the model is based should give good results when 
Pi>pw, but not when pt<pw. In order to understand this 
contradiction, a stability analysis of a stream of negatively 
buoyant liquid ingested into a tank liquid may be required; 
perhaps the assumptions of an effective driving pressure for 
the ingestion can be modified or corrected by such an 
analysis. 
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The Effects of Roughness and 
Shear on Vortex Shedding Cell 
Lengths Behind a Circular 
Cylinder 
Circular cylinders of aspect ratio L/D=17 were tested in a wind tunnel under a wide 
range of spanwise upstream velocity shears. The correlation between upstream 
shear, characterized by a nondimensional shear parameter ft and the spanwise 
lengths of constant vortex shedding frequency was sought for both smooth and 
rough cylinders in transitional Reynolds numbers flows. Among the significant 
conclusions are that the spanwise range in shedding frequencies decreases with 
increasing roughness, the average constant shedding frequency cell length increases 
with increasing roughness for constant shear, and the average cell length decreases 
with increasing upstream shear for constant roughness. 

1 Introduction 
Before discussing details of vortex shedding phenomena 

behind circular cylinders, it is instructive to review briefly the 
terminology which the authors use to characterize the various 
flow regimes encountered by the cylinder. Those regimes are 
the subcritical, critical, supercritical, and transcritical, in 
order of occurrence with increasing Reynolds number. 

The upper limit of the subcritical regime usually occurs 
around Re = 2 x 105, when the drag coefficient begins to 
decrease as the separation point moves downstream on the 
cylinder surface. During the critical regime, laminar 
separation bubbles appear, and the drag coefficient reaches its 
minimum value. Regular vortex shedding occurs in both 
subcritical and critical flows. The supercritical regime is 
characterized by the disappearance of discernible vortex 
shedding and a gradual rise in drag coefficient. Finally, in 
transcritical flow, vortex shedding reemerges, turbulent 
separation occurs, and the surface pressure pattern resembles 
that of subcritical flow. The exact Reynolds numbers marking 
the limits of each regime depend on cylinder surface 
roughness and freestream turbulence levels. 

Previous studies devoted to determining the effects of a 
freestream velocity shear on vortex shedding frequency begin 
with the work of Maull and Young [1], who first verified the 
existence of coherent cells for a single value of upstream shear 
by examining the power spectral density of the velocity 
fluctuations behind a bluff body with a long trailing edge. 
They explained the presence of four distinct cells by main­
taining "that the coherence of the shed vortices requires a 
constant frequency over certain lengths." They theorized that 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Joint ASME/ASCE 
Bioengineeering, Fluids Engineering and Applied Mechanics Conference, June 
22-24, 1981, Boulder, Colorado. Manuscript received by the Fluids 
Engineering Division, July 7, 1980. Paper No. 81-FE-24. 

the cell divisions are marked by longitudinal vortices created 
by the rolling up of the freestream vorticity of the shear flow. 
Mair and Stansby [2] determined an optimum endplate design 
to minimize interference with coherent vortex shedding 
behind a cylinder. They noted, however, that to produce 
appreciable values of the shear parameter (proportional to the 
cylinder diameter), the aspect ratio was forced to be low 
enough such that end effects caused a variation in base 
pressure coefficient (Cpb) across the entire cylinder span. 
They attributed the lack of a measured cellular shedding 
structure in some results (particularly in runs with no end-
plates) to fluctuations in cell boundaries which registered on 
successive time-averaged spectra as a continuous change in 
peak frequency. Stansby [3] investigated lock-on effects 
between mechanically produced cylinder vibrations and 
periodic vortex shedding at Reynolds numbers less than 104. 
His studies of stationary cylinders included two shear levels 
(corresponding to aspect ratios of 8 and 16) so no com­
prehensive evaluation of the relationship of shear to cell 
structure was possible. Davies [4] approached the problem by 
analyzing the variation in Cpb for a highly sheared, highly 
turbulent (4 to 7 percent) flow about a cylinder of low aspect 
ratio (L/JD = 6) in the critical Reynolds number range. The 
high turbulence levels reduced the onset of the critical 
Reynolds number by a factor of ten. He attributed the 
disappearance of measurable vortex shedding to the variation 
in spanwise wake patterns at a centerline Reynolds number of 
1 X 10J, which decreased spanwise correlations in Cp/,. 

In an earlier investigation by the present authors, [5] test 
results derived from measurements around a 6-in. (15-cm) dia 
cylinder placed ina6f t X 6 ft (1.8m x 1.8 m) wind tunnel 
were obtained. Those tests were primarily directed toward 
determining the surface mean and fluctuating pressures 
around the cylinder, and seeking to identify a cellular 
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organization of eddy shedding frequencies behind the cylinder 
in transitional Reynolds number (5 x 105) flow. Given that 
the maximum Reynolds number achievable in the tunnel was 
about 5 x 105, the test cylinder was knurled to a roughness 
K/D = 0.001 (where K is the depth of a roughness element, 
and D is the diameter). The surface roughness was expected to 
trigger a transcritical wake pattern around the cylinder. The 
relatively low aspect ratio (L/D = 9.3) permitted only a two-
cell shedding structure behind the cylinder. Therefore an 
estimate of the lengths of cells of constant shedding frequency 
could not be made. However, the investigation demonstrated 
for the first time that a cellular structure identical to that 
observed in subcritical flow reappeared in transcritical flow. 

The present study was planned to incorporate im­
provements in design of the test model and data gathering 
capability in order to achieve certain results which the 
previous program was unable to arrive at. Specifically, three 
goals were envisioned: 

(a) determination of eddy shedding cell lengths as a 
function of upstream shear. Optimal endplate design 
and larger aspect ratio were the chief steps taken 
toward attaining this objective. 

(b) determination of minimum shear level producing 
cellular shedding patterns. A wider range of upstream 
velocity shears was to be tested than in any previous 
study. 

(c) Detailed analysis of the effect of roughness on shed­
ding patterns. A very smooth cylinder was to be tested 
under the same conditions as a roughened cylinder, and 
the two sets of results compared. 

2 Experimental Setup 

Experiments were conducted in the 6 ft x 6 ft (1.8 m x 1.8 
m) cross section Stability Wind Tunnel located on the 
VPI&SU campus. An upstream velocity shear was generated 
in the tunnel by a series of six wire screens, incorporating 
vertical rods in a nonuniform cross-tunnel distribution. The 
screens were located approximately 15 ft upstream of the test 
model and could be arranged in any combination to produce a 
variety of freestream shear levels. 

The test cylinder, represented by a 3.5 in. (9 cm) dia, 60 in. 
(152 cm) long hollow aluminum pipe, spanned the tunnel 
midway between the floor and the ceiling of the test section. 
The pipe was rigidly attached to rectangular steel endplates, 
approximately 0.05 in. (1.3 mm) thick, and 24 in. (60 cm) high 
and 52 in. (132 cm) long. The cylinder axis was 9 in. (23 cm) 
behind the leading edge of the plates and midway in height. 
The downstream parts of the endplates were fastened to the 
instrumentation traverse to minimize any vibration of the 
plates induced by the wind. The main features of the ex­
perimental setup (without the traverse) are shown in Fig. 1. 

A significant parametric limitation was imposed by the 
dimensions of the cylinder. The advantage gained in in­
creasing the aspect ratio was offset to a degree by the decrease 
in Reynolds number attainable because of the smaller cylinder 
diameter employed. One technique which has been advocated 
(by Szecheny [6] among others) to simulate higher Reynolds 

Fig. 1 Wind tunnel test configuration (top view) 

number flow is to roughen the cylinder surface. The con­
ditions under which, according to Szechenyi, transition to 
transcritical flow occurs are that the roughness Reynolds 
number (Re*- = UcK/v, where Uc = centerline velocity, K= 
roughness height, v = kinematic viscosity) exceeds 200, but 
that the dimensionless surface roughness KID is kept below 
2.2 x 10 "3 in order to generate clear periodic shedding. 
These criteria put a lower limit on the transcritical cylinder 
Reynolds number of Re= 1 X 10s. Accordingly, two models 
of identical dimensions were constructed to determine 
whether roughening the surface negated the Reynolds number 
decrease. One cylinder was diamond knurled to a roughness 
K/D=\ x 103, while the other was machined smooth. 

Both cylinders were drilled with four circumferential series 
of 1/16 in.-dia ports at spanwise distances of y/D = -5.4, 
- 2, 1.4, and 4.9 (wherey is the actual spanwise distance from 
the cylinder center and D is the diameter). Each cir­
cumferential series contained 24 ports spaced 15 deg apart, so 
that complete coverage of the pressure distribution around the 
cylinder was provided at the four locations. In addition, two 
ports at the front center of the cylinder 2 in. (5 cm) apart 
measured the centerline stagnation pressure. Plastic tubing of 
1/16 in. (1.6 mm) dia connected them to a Setra Systems 
Model 237 pressure transducer. A Scanivalve pressure switch 
successively sampled the pressure readings at each port, with 
the output recorded on a Hewlett-Packard Model 7100B strip 
chart recorder. Output from the two centerline ports was 
channeled to a Hewlett-Packard Model 3476 B Multimeter 
which displayed the d-c digital readout corresponding to the 
centerline velocity. 

An electronically controlled tranverse was situated about 3 
ft downstream of the position to be occupied by the test 
model. The traverse controls permitted positioning of a probe 
mount to within any 0.04 in. (1 mm) increment along the span 
of the cylinder. In addition, vertical adjustment was possible 
within a limited height range. The traverse mount held a hot­
wire anemometer probe, which was positioned approximately 
5 diameters (18 in. or 45 cm) behind the base of the cylinder. 
The traverse was found to have a negligible effect on the flow 
conditions around the cylinder. 

To examine the spectral characteristics of the shear layer 
between the wake and the freestream flow behind the cylinder, 
a single hot-wire probe was connected to a Thermo-Systems, 

Nomenclature 

CP = 
Cpb -

D = 
f = 
K = 
L = 

pressure coefficient 
base pressure coefficient 
cylinder diameter, m 
frequency, 1/s 
depth of roughness element, m 
cylinder length, m 

Re = Reynolds number 

Rec = Reynolds number based on 
centerline velocity 

Stc = Strouhal number based on 
centerline velocity 

U = freestream velocity, m/s 
Uc = centerline freestream velocity, 

m/s 

y = spanwise distance from cylinder 
midpoint, m 

i8 = shear parameter 
6 = circumferential angle from 

cylinder stagnation point 
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Inc. Model 1051-6 constant temperature anemometer. The 
filtered anemometer signal was transmitted to a ZTL Inc. 
Multichannel FFT Processor. Real-time visual inspection of 
the signal was available through simultaneous monitoring on 
a Tektronix Type 561A Oscilloscope. A two-channel Data 
Memory System received and quantitized the incoming data 
and performed the spectral analysis. The output, in the form 
of a power density spectrum (log amplitude versus frequency), 
was plotted on a Tektronix Model 4010 Graphics Display 
Terminal. Through keyboard commands, variables such as 
sampling rate, number of spectral averages, and frequency 
range of the displayed spectrum could be specified. A hard 
copy of the results was obtained by photographing the ter­
minal screen with high speed Type 5710 Polaroid film loaded 
in a Graflex camera. 

3 Test Procedures 

A. Upstream Velocity Profiles. Velocity profiles in the 
undisturbed flow far upstream of the test cylinders were 
determined from total head tube readings at 25 stations across 
the tunnel. Each sheared profile corresponded to a given set of 
screens placed in slots 15 ft upstream from the cylinder. Each 
screen configuration also produced a different turbulence 
level, which varied from 0.03 percent for no screens, up to 0.8 
percent for the full set of screens. Shear levels are charac­
terized by a dimensionless parameter /S, defined as D/Uc 

dU/dy (where D = cylinder diameter, Uc = centerline velocity 
and dU/dy= spanwise velocity gradient. Plots of the mean 
velocity profiles and freestream turbulence profiles as a 
function of the shear parameter are contained in reference [7]. 

B. Surface Pressure Measurements. One approach used to 
determine the flow regime experienced by a circular cylinder is 
to examine the surface pressure coefficient distribution 
around the cylinder circumference. Subcritical pressure plots 
are characterized by relatively low values of the pressure 
coefficient ( C p * - 1 . 2 ) near circumferential angles per­
pendicular to the oncoming flow. In the critical regime this 
maximum value becomes more negative, until at the initiation 
of supercritical flow (marked by an asymmetric separation 
bubble and followed by the cessation of discernible shedding), 
peak values of Cp=-2.5 are attained. As the Reynolds 
number continues to increase, Cp becomes less negative, 
and a profile very similar to that of the subcritical case is 
realized. 

One of the goals of the present study was to determine the 
effect of roughness on the shedding characteristics in a shear 
flow. In addition, it was hoped to ascertain better the ability 
of roughness to place a flow regime in a transcritical state 
despite centerline Reynolds numbers around 2 x 105, as 
Szechenyi has demonstrated can be done in two-dimensional 
(uniform upstream flow) cases. Consequently, plots of the 
pressure coefficient for both the rough and smooth cylinder 
cases will be compared for three-dimensional flow regimes. 

C. Eddy Shedding Characteristics. The traverse 
mechanism supporting the hot-wire probe located 5 diameters 
behind and 2 diameters above the cylinder was positioned to 
take readings along the shear layer behind the cylinder in 
increments of 9 cm (approximately one cylinder diameter), to 
determine the spanwise eddy shedding characteristics. At each 
setting, a spectral analysis of the signal was performed, 
usually consisting of 25 averages of individual spectra, with 
the dominant energy level yielding the shedding frequency. A 
complete set consisted of 17 points along the cylinder, 
although for a number of cases where the shedding pattern 
was nonexistent or relatively uniform, fewer readings were 
taken. 

When the maximum spanwise shedding frequency was 
expected to occur at less than 100 Hz (as was the case for all 

test runs at Re = 1.6 x 105), the output was plotted on the 0 
to 100 Hz frequency scale, with a resolution bandwidth of 0.2 
Hz. When the 0 to 250 Hz scale was used, the resolution 
bandwidth was 0.5 Hz. 

A complete listing of all test runs is given in the table below. 
All cases for which pressure distributions alone were taken are 
marked by an asterisk. The remainder of the cases was 
analyzed for both pressure and eddy shedding characteristics. 
For 0 = 0, only one spanwise setting was required to determine 
the shedding frequency, and therefore a large number of 
Reynolds numbers were investigated, to ascertain the 
dependence of Strouhal number on Reynolds number. 

Table of test runs for smooth and rough cylinders 

Shear parameter 
(P = D/UcdU/dy) 

0.000 
0.007 

0.016 

0.021 

0.033 

0.041 

Reynolds Number 
(Re=UcD/v) 

1.6xl0 s-3.6xli 10 s -3 .6xl0 s 

1.6x10s 

2.2x10s 

2.6x10s 

3.0x10s 

1.6x10s 

2.2x10s* 
2.6x10s 

3,0x10s 

1.6x10s 

2.2x10s ' 
2.6x10s 

1.6x10s 

2.2x10s* 
2.6x10s 

1.6x10s 

2.2x10s 

4 Results and Discussion 

Cp distributions A. Surface Pressure Distributions. All 
discussed in the following section were obtained at the set of 
circumferential pressure taps located at y/D = - 2. 

Figures 2(a), ib), and (c) show a plot of pressure coefficient, 
Cp, as a function of circumferential angle, 6, for the three 
cases of unsheared flow examined. From Fig. 2(a), it is ap­
parent that even for Re= 3.2 x 10s, the Cp distribution (with 
a maximum negative Cp «1.6) did not reach the typical initial 
supercritical profile, recognizable by peak suction values of 
Cp » - 2 . 5 . Nevertheless, since for Re = 1.6 X 10s, Cp was 
only - 1 . 2 at 6 = 90 deg, the highest Reynolds number case 
was in the critical, or transition, regime. Figure 2(b) is the 
corresponding plot for the rough cylinder in uniform flow 
with freestream turbulent intensities of 0.2 percent. At the 
lowest speed, with Re = 1.6 x 10s, a subcritical profile was 
produced. At Re = 2.2 x 10s, one side of the cylinder 
revealed a peak suction Cp= - 2.0, while on the other side 

CP = • 1 . 3 . This asymmetry in Cp distribution reflects the 
condition noted by Bearman [8] regarding the separation 
bubble phenomenon in flow over a smooth cylinder at Re = 
3.4 x 10s, just prior to entry into the supercritical regime. At 
Re = 2.6 x 10s, the base pressure coefficient reached its least 
negative value and a symmetric peak suction developed. 
Beyond Re = 2.6 x 10s, the rough cylinder pattern assumed 
the expected symmetrical supercritical shape, with increasing 
base pressure coefficient and decreasing peak suction. 

With an order of magnitude decrease in freestream tur­
bulence to about 0.03 percent the Cp distribution over the 
rough cylinder was as shown in Fig. 2(c). Again, a subcritical 
profile existed at Re 1.6 X 105, but at Re = 2.2 x 10s, the 
flow (as demonstrated by the maximum Cp = - 1.5) was not 
as far into the transition stage as in the previous case. At Re 
= 2.6 x 10s, the largest symmetrical peak suction (Cp = 
-2 .0 ) and least negative base pressure coefficient (Cpb = 
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360 

-0.44), signaled entry into the supercritical regime. The 
highest Reynolds number examined, Re = 3.0 x 105, was 
slightly less developed that at the same Reynolds number at 
the higher turbulence level. Therefore, an increase in 
freestream turbulence from a negligible amount (0.03 percent) 
to a small amount (0.20 percent) had a measurable effect in 
transforming the flow regime to transcritical at a lower 
Reynolds number. This phenomenon will be brought out 
again when shedding frequencies are examined later. 

A similar conclusion was reached by Batham [9], who noted 
that increased turbulence "promoted earlier transition in the 
shear layers and this effect was more pronounced than the 
effect of roughness" at Re = 1.1 X 105. At a higher Reynolds 
number, surface roughness effects superseded those of 
freestream turbulence. In general, he concluded that "the 
critical range of Reynolds number is narrower for high 
roughness and wider for high turbulence." Since no tests were 
performed on the smooth cylinder with turbulence levels of 
0.03 percent, a more complete qualitative comparison with 
Batham's results is not possible. However, a cursory com­
parison of Figs. 2(a) and (b) amply testifies to Batham's other 
observation "that cylinders in uniform streams which exhibit 
critical mean Cp distributions are highly sensitive to surface 
roughness." 

The effects of varying roughness and freestream turbulence 
on the flow regimes experienced by the cylinders is brought 
out more dramatically in Fig. 3, a plot of drag coefficient as a 
function of Reynolds number. For comparison, some results 
obtained by Bearman are also plotted on the graph. For the 
rough cylinder, Cp values clearly demonstrate the slight shift 
downward in Reynolds number of a given regime with in­
creased freestream turbulence. Also noteworthy is the fact 
that the minimum drag coefficient for a smooth cylinder was 
about 0.23 (according to Bearman) whereas on a rough 
cylinder, a minimum of 0.37 was measured. This difference is 
in accord with results obtained by Achenbach [10], Szecheny 
[6], and Buresti and Martini [11], who observed that an in­
crease in surface roughness produces higher minimum drag 
coefficients. 

Figures 4(a) and (b) show the pressure coefficient plots 
(where Cp is still based on the centerline velocity) for the 
smooth and rough cylinders at (3 = 0.016, which represent a 
typical set of sheared flow results. The values were obtained at 
ylD= - 2 . The smooth cylinder results correspond closely 
with the unsheared results, although the minimum base 
pressure coefficient was attained at a lower centerline 
Reynolds number than in the uniform case, Fig. 2(a). 
Likewise, the rough cylinder results follow closely those in 
Fig. 2(b). The peak suction (Cp = -2.7) attained at Rec =2.6 
x 105 is slightly higher, and the base pressure coefficient 
(Cpb=-0.6) slightly more negative, but the Reynolds 
numbers marking the transition from one regime to the next 
are not altered by the introduction of a spanwise shear. 
Obviously, the local Reynolds number is the significant 
parameter here since, when tests are being performed in the 
transitional range, a change of flow regime along the cylinder 
span take place if the shear level is great enough. 

B. Vortex Shedding Patterns for Smooth and Rough 
Cylinders in Uniform Flow. Three cases were examined, and 
the results are plotted in Fig. 5. First the smooth cylinder was 
placed in the unsheared flow generated by a single screen. The 
energy in the peaks remained concentrated around a narrow 
frequency band as the Reynolds number increased. 

Measurements for the knurled cylinder indicated that 
organized shedding activity disappeared just above Re = 2.2 
x 105, and began to reappear around Re = 3.2 x 105. An 
attempt was then made to estimate the influence of freestream 
turbulence on the shedding characteristics by removing the 
single uniform wire screen from the upstream end of the 
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tunnel. For this third case, with no screens impeding the flow, 
the tunnel turbulence decreased to about 0.03 percent. An 
additional point (at Re = 2.4 x 105) is included to indicate a 
slightly greater persistence of the subcritical peak. However, 
the transcritical peak at Re = 3.3 x 105 was weaker than for 
the higher turbulence level. Without the screen in the test 
section, results could be obtained for Reynolds numbers up to 
3.6 x 105, for which the power spectral density of the velocity 
fluctuations appeared to correspond to those at Re = 3.3 x 
105 for the higher turbulence knurled case. Therefore the 
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1.0 x 105 

effects of an increase in freestream turbulence is seen to be a 
shift downward in the Reynolds number range for the 
transition regime with no discernible eddy structure. Exactly 
the same conclusion was reached from an analysis of the 
surface pressure distribution. 

The supercritical regime for the smooth cylinder was not 
reached. Bearman has shown that on a perfectly smooth 
cylinder in uniform flow, periodic narrow band shedding 
occurs up to Re = 5.5 X 105, which he defined as the end of 
the critical regime. Around Re = 3.4 x 105, the formation of 
laminar separation bubbles occurs, and he reported an up­
ward change in Strouhal number to 0.32 and then to 0.46 at 
Re = 3.8 X 105, before it disappeared. The broadband 
shedding at higher Reynolds numbers has been documented 
byRoshko[12]. 

In the present set of tests, for subcritical Reynolds num­
bers, the Strouhal number (Stc =FD/UC, where/= frequency 
in Hz, and the other symbols are so previously defined) was 
fairly constant around 0.18. When the shedding reemerged 
around Re = 3.2 x 105 (depending of the freestream tur­
bulence level) the Strouhal number was 0.24. For the smooth 
cylinder, a value between 0.19 and 0.20 was observed. The 
smooth cylinder data are entirely consistent with Bearman's 
results, but the 0.24 value for the rough cylinder suggests that 
(if it is maintained at even higher Reynolds numbers) 
roughness causes transcritical shedding to occur at a much 
lower frequency than on a smooth cylinder. Buresti's results 
for a sandpaper roughened (K/D = 0.91 x 10"3) circular 
cylinder in unsheared flow indicate, at subcritical Reynolds 
numbers, a shedding frequency range of 0.183 < St <0.189. 
The shedding ceased around Re = 1.5 x 105, and tran­
scritical shedding reappeared at Re = 2.7 x 105 at St = 0.226, 
a value consistent with the present rough cylinder {Tu =0.03 
percent) value. For a rougher cylinder (K/D=\.20 x 10~3) 
he found that transcritical shedding occurred at St = 0.24. The 
discrepancy in the Reynolds numbers characterizing the 
disappearance and reappearance of shedding can be at­
tributed to the differences in the types of roughness elements 
employed in the tests (knurling versus sandpaper). Alem­
daroglu et al [13], along with Buresti, further show that with 
increasing Re, the transcritical shedding frequency rapidly 
decreases to a constant value of St = 0.22. The jump in 
Strouhal number from subcritical to transcritical is exactly 
that noted by Roshko [12], although his values (0.20 and 0.26) 
were somewhat higher for his smooth cylinder. Another 
interesting feature of both rough cylinder data plots, at 
subcritical-critical Reynolds numbers, is that as the cylinder 
proceeds into the critical regime, the values of St decrease. 
This result confirms a finding Alemdaroglu that "the 
beginning of the transitional regime is seen by the lowering 
and spreading of the relevant peak in the spectrum." 

Further careful tests are required to clarify the effect of 
roughness on shedding frequencies in the critical Reynolds 
number range. 

It should be noted that Szechenyi [6] has presented a graph 
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Fig. 6 Spanwise variation of eddy shedding frequency ((3 = 0.007) 

of Strouhal number as a function of roughness Reynolds 
number (in which the diameter of a roughness element is the 
length scale) which gives consistently higher values of 
Strouhal number for all flow regimes than do the present 
results. He also locates the supercritical regime between Re = 
1.5 x 105 and Re = 2.0 x 105, assuming a perfect 
equivalence of the effect of a glass bead coated surface and a 
knurled surface of the same depth. 

C. Vortex Shedding Patterns for Smooth and Rough 
Cylinders in Sheared Flow. For each of the sheared flow cases 
examined, a plot of Strouhal number (still defined as 
Stc =FD/UC) as a function of y/D for the given case is 
presented, where the Strouhal number is, like the Reynolds 
number, based on the centerline freestream velocity. A 
spanwise vortex shedding cell is identifiable as a segment of 
y/D over which the Strouhal number is constant. A particular 
station for which the signal has a broad peak is represented by 
points at the upper and lower limits connected by a bar. A 
station for which two separate identifiable peaks were 
measured is represented by two unconnected points; a very 
weak, yet still discernible peak is shown as a dotted point. 

The following analysis proceeds from the lower to the 
higher shear cases with a comparison of smooth and rough 
cylinder results for each case. 

Figure 6(a) shows the frequency distribution along the 
smooth cylinder at Rec = 1.6 X 105 for the lowest shear level, 
(3 = 0,007. A single rather broad peak at Stc =0.192 persisted 
from the high velocity end to the center of the cylinder, a 
length of about eight diameters. The next few peaks appeared 
to move gradually to a lower frequency, which then stabilized 
at Stc= 0.168 over the last three diameters of the cylinder. 

Reference to Fig. 5 shows a uniform flow peak at Stc =0.188. 
Clearly then, a tendency toward an organized cell structure is 
evident even for very small shear values. The apparent 
gradual change of the peak near the center of the cylinder 
reflects the unsteadiness of the boundary between the two 
cells. As noted previously, Mair and Stansby [2] put forward 
this explanation for some of their results, observing "that a 
vortex that is shed must have some length in the spanwise 
direction, and the time interval between two successive 
vortices cannot change continuously along the span." As the 
present sets of spectra were averaged over a two minute 
period, there was ample opportunity for contributions from 
both end peaks to be included in midspan spectral averages. 

The shedding pattern developed behind the rough cylinder 
at Rec = 1.6 x 105 (Fig. 6(b)) was somewhat more confused 
than in the corresponding smooth cylinder case. For example, 
between y/D= - 8 and y/D= - 4 , a peak at Stc =0.185 was 
measured, whereas in the lower velocity region from y/D = 
- 4 to y/D = 0, a peak at Stc = 0.195 was measured. The lower 
value is evidently the result of endplate effects. The maximum 
velocity was only 4 percent greater than the centerline velocity 
for /3 = 0.007, so the endplate region may have generated a cell 
based on a slightly lower boundary velocity. Including the end 
cell, a total of perhaps three separate cells may be discerned, 
although the final one (from y/D = 2.0 to y/D = 8.0) was 
not very well defined. A significant difference from the 
smooth cylinder result can be seen in the decreased Stc range 
(0.196 to 0.178) from the high to the low velocity ends. When 
the centerline Reynolds number was raised to 2.6 x 10s and 
3.0 x 105, the flow pattern assumed supercritical charac­
teristics, unlike the smooth cylinder case, which was still 
critical, as has already been noted in the analysis of the 
surface Cp distributions. Consequently, no significant 
amount of energy was concentrated at a Strouhal frequency, 
except at y/D- -4.0 at Rec = 3.0 X 105, where a broadband 
signal emerged at a Strouhal number of about 0.260, or about 
25 percent higher than the corresponding Strouhal number at 
the same location on the smooth cylinder at Rec = 3.0 x 105. 

Doubling the shear parameter produced a range of shed­
ding frequencies, shown in Fig. 7(a), from Stc = 0.204 at 
vAD=-8.1 down to Stc=0.161 at ,yAD=-r-8.1, for the 
smooth cylinder at Rec = 1.6 x 105. However, the associated 
cell structure was still not very coherent. A four diameter long 
cell appeared at the high velocity end, but the mid-span near 
continuous variation of Strouhal number with y/D closely 
paralleled the low shear results. An examination of the spectra 
revealed that a number of peaks were relatively broadband. 
Elaborating on the observation of Mair and Stansby on the 
fluctuations in cell boundaries, one may conclude that with a 
number of cells (at least three) a change in boundaries also 
changes the mean velocity of the cell, therby changing the 
shedding frequency. In the averaged spectra this appears as a 
wide band of high energy frequencies, which gradually shifts 
with the mean velocity profile. 

Rasing the centerline Reynolds number to 2.6 X 10s served 
again to clarify the cell structure. The peaks recorded at the 
high velocity end were very narrow, indicating a near periodic 
shedding frequency. The mid-span section was characterized 
by weaker energy levels, before another strong signal emerged 
at y/D = 2.0 and was maintained up to the low velocity end­
plate. The spectrum at y/D = 6.1 showed evidence of a second 
peak at the frequency of the weak mid-span cell. The Strouhal 
number range was from 0.205 to 0.169, again showing the 
shift upward with increasing Reynolds number. 

The previously noted phenomenon associated primarily 
with the lower shear rough cylinder results was most 
pronounced at /3 = 0.016 and Rec = 1.6 X 105. At the high 
velocity end, from y/D= -8.1 to y/D = -4.0, the dominant 
frequency of the cell corresponded to Stc =0.186. The second 
cell, as can be seen in Fig. 1(b), was at a significantly higher 
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Fig. 7 Spanwise variation of eddy shedding frequency (0 = 0.016) 
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frequency, even though the mean velocity at the center of the 
second cell was about 3 percent lower than in the first. No 
irregularities in the mean and fluctuating velocity profiles 
existed on the high velocity side of the cylinder. Also, cylinder 
blockage effects could not have been responsible since no such 
reverse cell was documented in the corresponding smooth 
cylinder results. It has already been postulated that an end-
plate effect was the cause, even though the actual endplate 
boundary layer thickness was much smaller than 1 in. Two 
important differences from the smooth cylinder flowfield 
which would tend to magnify the endplate effect on a rough 
cylinder must be taken into account: a) the surface roughness 
promoted a more homogeneous cylinder boundary layer 
which could permit further penetration of endplate boundary 
layer effects, and b) the rough cylinder flowfield was much 
closer to critical conditions that the smooth cylinder 
flowfield, and therefore may have been much more sensitive 
to small scale effects of the order of the endplate boundary 
layer. 

With an increase in upstream shear to (3 = 0.021 and 
(3 = 0.033 more stable cell boundaries appeared for both the 
smooth and rough cylinder cases, particularly as the Reynolds 
numbers entered the critical regime. The Strouhal number 
range was consistently narrower for the rough cylinder results 
for a given Reynolds number, in accord with the trend already 
observed above for the low shear cases. 
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Fig. 8 Spanwise variation of eddy shedding frequency ((3 = 0.041) 

The series of tests run under the highest shear conditions 
attainable in the wind tunnel demonstrated the clearest 
pattern of multiple cellular shedding. 

The smooth cylinder results at Rec = 1.6 x 105, shown in 
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Fig. 8(a), exhibited broadband peaks but significant changes 
in their frequencies occurred over short length scales, so cells 
were well defined. The Strouhal number of the high velocity 
endplate cell was 0.244. Aty/D=-5A, an equally prominent 
peak appeared, but quickly gave way to a third cell. It is 
difficult to determine whether one or two cells were present in 
the length from y/D = - 5.1 to y/D=0. The next cell persisted 
down to y/D = 4.0, and finally an endplate peak centered 
around Stc =0.144 formed the fourth (or fifth) cell. Each cell 
boundary was marked by a jump in Strouhal number of about 
0.020. 

At the higher Reynolds number, Rec = 2.2 x 105, the 
relative lengths of the four major cells were virtually un­
changed, as indicated in Fig. 8(b). The uniform flow Strouhal 
number for this case was 0.192. With 0 = 0.041, the high 
velocity end cell shed at Stc =0.236 and was followed suc­
cessively by peaks at Stc =.0.205 to 0.217, 0.193, 0.164 and 
0.149. The spanwise spread in Strouhal numbers decreased 
slightly from the previous case, but the low velocity end cell 
was much more coherent and therefore centered at a higher 
mean velocity. Again the cell boundaries were marked by very 
large discontinuities in Strouhal number. 

The rough cylinder exhibited a well-defined four cell 
structure at Rec = 1.6 x 10', as indicated by Fig. 8(c). The 
relative lengths and amplitudes of the peaks were somewhat 
different than in the corresponding smooth cylinder case. The 
highest frequency cell shed at Stc = 0.226 extended almost 
half the cylinder length and was extremely well-defined. A 
second peak at Stc = 0.205 gave way to another sharply 
defined cell at Stc =0.178 and the final cell was centered at 
Stc =0.144. The range in Strouhal numbers was again smaller 
than for the corresponding smooth cylinder case. A physical 
explanation of this phenomenon is in order. It is evident from 
a comparison of the results at /3 = 0.041 that the high velocity 
end peak in the rough cylinder tests penetrates much further 
down the cylinder than it does on the smooth one. Therefore 
the peak is centered at a lower mean velocity, hence the 
smaller shedding frequency. The rough surface probably acts 
to homogenize flow conditions over a large area, permitting a 
wider coherence in the shedding pattern. The average cell size 
would then be expected to be larger for a rough cylinder. An 
attempt will be made in the next section to examine that 
conclusion more thoroughly based on the results of the entire 
set of test runs. 

When the rough cylinder was tested at Rec = 2.2 x 105, the 
high shear level produced two very distinct flow regimes along 
the cylinder span. Along the low velocity side, distinct peaks 
at a Strouhal number of 0.150 were observed, while the high 
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velocity side, obviously in the supercritical regime, was devoid 
of shedding activity except for one weak endplate peak caused 
by the boundary effect noted before. 

D. Effect of Shear on Cell Length. An attempt was made 
to determine whether a definite correlation between upstream 
shear level and size of cells of constant shedding frequency 
could be extracted from the data plotted and analyzed in the 
preceding section. 

The result is the graph in Fig. 9, plotting cell length as a 
function of j3. Before drawing any conclusion from the graph, 
one must bear in mind two physical limitations which make 
the process of identifying cells quite difficult. The first is the 
unsteadiness of many cell boundaries, which can even obscure 
the existence of a cell, let alone its length. The second is the 
effect of the endplates. It has been observed that the endplates 
contaminated the rough cylinder results up to /3 = 0.021 by 
imposing a lower velocity cell over some spanwise distance 
down from y/D = - 8 . 1 . 

The coherent cells discernible at both ends of the cylinder, 
even when the central region showed no cellular organization, 
were clearly forced by the endplates, and cannot be attributed 
primarily to the shear in the upstream flow. Ideally an aspect 
ratio greater than 20 would be desirable to permit a central 
spanwise segment uncontaminated by the end effects, but the 
reduction in cylinder diameter necessary to produce high 
aspect ratios would have limited the test runs to solely sub-
critical flow regimes. The mid-span cells observed at high 
shear values were clearly produced by the upstream shear, and 
it is their variation as a function of surface roughness and 
Reynolds number which most clearly demonstrates the 
conclusion that cell length increased with increasing 
roughness, as can be seen in Fig. 8, for example. 

Nevertheless, two trends are apparent in Fig. 9. The first is 
that an increase in /? generally resulted in a decreased cell size, 
where each point plotted represents the average cell size for a 
particular case tested. The one noteworthy exception is the 
single point at /3 = 0.021, which was observed to have been 
affected by the endplate. 

The second trend which developed (above B = 0.021) is the 
tendency for the rough cylinder to generate longer cells than 
the smooth cylinder. The increased homogeneity in wake 
structure caused by roughness elements is hypothesized to 
spread the influence of a single cell, diminishing the number 
of cells, and producing the narrower range in shedding 
frequencies which was documented in the rough cylinder 
results. 

Finally, a plot of the spanwise variation in Strouhal number 
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as a function of the shear parameter j3 is displayed in Fig. 10. 
The comparison of smooth and rough cylinder results is made 
at Rec = 1.6 x 105, at which the smooth cylinder was 
definitely in the subcritical regime and the rough cylinder was 
entering the critical regime. The smooth cylinder consistently 
exhibited a wider range in shedding frequencies. It has already 
been stated that roughness tends to homogenize the cylinder 
boundary layer and stabilize cell structure, with longer cells 
resulting from this process. Corroborating evidence for this 
phenomenon has been observed in instantaneous surface 
pressure measurements [7], in which a smooth cylinder at Rec 
= 2.6 x 105 registered much greater fluctuations than a 
rough cylinder. The fluctuations apparently diminish as the 
cylinder progresses through the critical regime. Therefore, 
since roughness enhances the onset of critical flow, it also 
stabilizes the pressure field, and fixes cell boundaries. A 
decrease in spanwise shedding values necessarily follows. 

5 Conclusions 

The following new conclusions have been arrived at from 
the results discussed above: 

1 Any linear shear in the upstream velocity profile will 
trigger a cellular vortex shedding pattern in critical 
Reynolds numbers, with the cells becoming more 
distinct at higher shear levels further into the critical 
regime. 

2 In tests where end effects and fluctuating cell bound­
aries were not predominant, the average cell length 
along a rough cylinder is greater than along a smooth 
cylinder. There is a decrease in cell length with in­
creasing upstream shear for both smooth and rough 
cylinders. 

3 The spanwise Strouhal number range is substantially 
reduced with increasing roughness on a cylinder in the 
subcritical-critical Reynolds number range. 

6 Experimental Uncertainty 

The maximum uncertainty in the mean Cp distributions, 
and their corresponding CD values, was ±6 percent of 
reading. This value of uncertainty was a result of two factors: 
the uncertainty caused by the fluctuation in the Cp values, and 
the instrument uncertainty. The largest factor affecting the 
uncertainty in spectral data was the number of spectral 
averages selected. During the program 25 averages were 
taken, although to be statistically valid, at least ten times as 

many averages are usually required. The limitations on 
available wind tunnel time required that a relatively low 
number be selected. It was determined, through comparing 
specific spectra obtained using 25 and 250 averages, that the 
only significant benefit realized by the larger number of 
averages was a smoothing of the small fluctuations in the 
spectra away from the peaks. The fairly narrow banded high 
energy signal, measured at most test positions, virtually 
eliminated the need for a large number of averages. 
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Oil Thickness Variation on Wavy 
Water in the Presence of Wind 
The effect of the wind on the distribution of an oil layer on wavy water has been 
examined analytically and the results are compared with experimental values. It is 
found that the wind tends to decrease the difference between the oil layer thickness 
at the wave crest and the wave trough, but for sinusoidal waves this effect is small. 

Introduction 
The large number of oil spills in recent years and increased 

recognition of their deleterious effects on the environment has 
brought about an interest which resulted in development of a 
great number of devices for oil containment and clean-up [1]. 
This gave rise to the need for better understanding of the 
behavior of the oil layer on open water surface. In spite of 
considerable literature that has appeared in recent years the 
various mechanisms governing the behavior of the oil layer 
are not completely understood. This is particularly true in the 
presence of wind and waves, a frequent occurrence in nature, 
where complex effects are introduced into the distribution of 
the oil layer. When left unperturbed, the oil layer will 
eventually spread to a thickness of less than a millimeter and 
under such conditions the local variation in thickness is 
probably not very important for practical purpose, but when 
the oil slick is retained by an oil boom it may become quite 
thick and the thickness variation will be important. 

The behavior of the oil layer on wavy water has been 
studied both under laboratory [2] and field conditions [3] and 
it was found that the oil layer becomes thicker at the wave 
crest than at the wave trough. Leibovich [4] has examined this 
problem analytically, but his results are limited to "extremely 
thin" oil layers while Chung [5] extended this analysis to 
greater thicknesses. Both analyses confirmed the ex­
perimentally observed thickness variations. This author [14] 
has measured local thicknesses of oil layer on waves and 
found that, for some wave lengths, the difference in oil 
thickness was substantially larger than predicted by Chung's 
analysis. 

All of the above studies were conducted on waves in the 
absence of wind and, yet, it is rarely that the waves exist in 
nature without the wind also being present. It is well known 
that the wind affects the liquid surface both by shear forces 
and by virtue of the presence of normal pressure variations 
which bear a definite relationship to the phase of the wave. 

The effect of the wind on the wavy water surface has been 
studied extensively both theoretically [6, 7] and ex­
perimentally [8, 9] mostly in search of a plausible mechanism 
of wave growth, but the literature on the effects of wind on 
the local distribution of an oil layer is conspicuous by its 
absence. 

Contributed by the Fluids Engineering Division and presented at the Winter 
Annual Meeting, Washington, D.C., November 16-19,1981, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Fluids 
Engineering Division, August, 1980. 

This paper presents the analysis of the wind effect on the oil 
layer. Furthermore, the tests conducted to confirm the 
theoretical results are described and their results are compared 
to the theoretical predictions. 

Theory 
While the wind affects the wavy liquid surface by both the 

surface shear and normal pressure variation, the former 
seems to be of secondary importance, as concluded by Miles 
[6], Consequently, only the effect on normal pressure 
variations will be examined here. Oil viscosity and surface 
tensions will also be neglected. 

Chung [5] derives the following equations for the velocity 
potential of oil, using linearized wave theory 

0° = ia f \ - pcothkh + - (1 - p)l cosh kz 

* 
+ -smkz\ei(kx-°") 

and of water 

<t>w = i 
w coshk(z + h) ,i{kx-at) 

(1) 

(2) 
k sinh kz 

Using the condition that the pressure at the air-oil interface 
is zero the following equation was obtained by Chung for the 
wave frequency 
oj4(pcoth kh coth kh0 + 1) - co2p(coth kh0 

+ cothkho)gk+(p-l)g2k2=0 (3) 
with the following approximate solution applicable to ex­
ternal waves 

co2 = gktanh k (h + h„) (4) 

Using equations (1), (2), and (4) the expressions for the 
elevations of air-oil interface and oil-water interface are 
obtained. 

When the wind is present the condition of zero pressure at 
the wave surface no longer holds. We shall assume that the 
aerodynamic pressure is composed of a component 
proportional to negative surface elevation and component 
proportional to wave slope. Neglecting the effect of surface 
tension the pressure at air-oil interface can be expressed as 

Po d* 
(5) 
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The boundary condition for the air-oil interface then is 

dt]° d<j>° 
-Ar,°+B~ = - -?- -gv° 

dx 9/ ' 

30° dr,0 

dt dx 

using the kinematic condition 

d</>° _ <V 

~dz ~~df 

equation (6) becomes 

d2<t>° , . 30° d2<j>° 

dt2 dz dxdz 

(6) 

(7) 

Substituting from equation (1) into equation (7) 

|cosh/«—— ia\ —— pco\hkh — giii{\ - p ) c 

s inhtaje '< t o-w" =ia(g-A)\\-o>pcothkh 

- — (1 -p)ls inhfc-cocoshfaje / ( t e-u ' ) 

+ aB I wkpcothkh + — (1 - p) sinh fe 

-coAxoshfa je ' ^"" 

At the wave surface z = h0, and the foregoing expression 
becomes 

to4(pcoth Mcoth kh0 +1) + to2 [gk(l -p)coth 

kh0 — (g - A) pkcothkh - (g-A)kcothkh0 

- i[Bk2 pcothkh + Bk2 cothkh0 ]}-g(g-A) 

k2(\-p)-iBgk\\-p) = 0 

For p — 1 we have 

c/pcothMcoth/r/io + l -oi2k(g-A) (pcothkh 

+ coth kh0) + iBk2 (pcoth kh + cothkh0) = 0 

The first approximate root of this equation, applicable to 
external waves is 

a2 = — — — — . T (g-A)k+iBk2 

or 

cothfc/!coth^0 + 1 

ai2 = [(g-A)k+iBk2]tanhk(h + h0) 

The wave frequency w is now a complex number 

W = 03 R + (CO, 

where wR represents the real frequency while w, represents a 
growth factor. 

If we limit our analysis to cases where A and B are small in 
comparison with,!*, equation (8) can be expressed as follows 

03R + /CO; = I 

from which 

1 k(A~iBk) 

2 (**) 
][(g*tanh*(A + A0)] 

"« = \(gk)U2 - -kA\ta.nhW2k(h + h0 (9) 

Thus, within specified limitations, the component of 
pressure in phase with the wave slope has no effect on the 
wave frequency. 

Using equations (1), (2), and (9) the following equations are 
obtained for the elevations of air-oil and oil-water interfaces 

n°=*{[ rl
0=a] p c o t h M - g p - 1 

h0)\ 

and 

g-A t&n\\k(h + i 

sinhkh0 + coshkh0 j cosh(far— co/) + h0 (10) 

?jM'=c7cos(/rx-coO (11) 

From equation (10) it may be noted that the effect of the 
wind tends to increase the second term by a factor of gig—A 
and thus to reduce the amplitude of the wave on the air-oil 
interface. 

Using equations (10) and (11) the difference in oil layer 
thickness is 

A/ = 2«jTpcothta- - £ - —u f
p~1 , 1 

CL g-A tanhA:(h + h0) J g—A tanhAr(/i-

sinhkh0 +coshkh0 — 1J (12) 

For deep water coth kh~l, tanh k(h + h0) — 1, while for 
small kh0, sinh kh0-kh0 and cosh kh0~l. Under these 
conditions equation (12) becomes 

Af=2«[l- - (p-l)](*A0) (13) 

(8) 

In order to determine the effect of the wind quantitatively it 
is necessary to find the value of A. This may be accomplished 
by considering irrotational flow of air past a wave surface. 
Equation for stream function is 

^a = U(-z + bekzsmkx) (14) 

Neglecting the surface tension effects the pressure at air-oil 

. N o m e n c l a t u r e 

a = amplitude of water wave 
A = constant defined in test 
b — amplitude of wave on air-oil 

interface 
B = constant defined in text 
c = wave speed 
/ = wave frequency, cps 
g = acceleration of gravity 
h = depth of water 

h0 = mean oil layer thickness 
k = wave number 
L = wavelength 

p 
t 

At 

U 
Uc 

UT 

Ut 

u* 
X 

= pressure at the wave surface 
= time 
= difference in oil thickness 

between wave crest and wave 
trough 

= air velocity relative to wave 
= air velocity at wave crest 

relative to wave 
= air velocity at the wave trough 

relative to wave 
= 2.5 t/* 
= friction velocity 
= longitudinal coordinate 

z 
«,0 

V" 
vK 

Pa 

Po 
Pw 

P 
<t>° 
<j>w 

r CO 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

transverse coordinate 
constants defined in text 
elevation of oil-air interface 
elevation of oil-water interface 
density of air 
density of oil 
density of water 
Pw/Po 
velocity potential for oil 
velocity potential for water 
stream function for air 
wave frequency 
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interface is identical for both oil and air. Applying the Ber­
noulli equation at the interface 

— =const. -gz- ~U2[l-2bekzsinkx + . . . 1 
Pa 2 

Setting const. - 1/2 J/2 = 0 and neglecting the gravity term for 
air 

p=-U2pabksmkx (15) 

Since the equation of surface elevation is if = bsmkx 

comparing to equation (5) we have 

A=^-lfik 
Po 

and equation (13) becomes 

Pa^kip-
U = 2a\l- 1) 

Pog 
]kh0 

(16) 

(17) 

U is the velocity of the air relative to the waves in an ideal 
case, but it is well known that in nature the wind velocity 
varies with the vertical distance from the water surface. For 
such a case Miles [6] has assumed the aerodynamic pressure in 
the form 

Pas = (a + W)p„U\kri 

where U{ =2.5U* 

Miles, however, did not suggest a method for calculating a, 
since his pr ime interest lay in /S, the growth factor. 

The actual pressure measurements at the wave surface 
under laboratory conditions were taken by Shemdin and Hsu 
[10] using appara tus which followed the surface of the waves. 
The average wind velocity in their channel varied from 1.7 to 
7.2 m / s and for this range the coefficient /3 increases with air 
velocity. Compar ing one value of (3 at an average velocity of 
6.22 m / s it is found that the measured pressure variation at 
the water surface is about 50 percent larger than predicted by 
equations (5) and (16). It may be thus concluded that equation 
(16) yields approximate results but further study is needed to 
establish more accurate values. 

Experimental W o r k 

Equipment. The experiments conducted for the purpose of 
verification of the developed theory were performed in a wave 
channel made of acrylic plastic, 10 cm deep, 15 cm wide, and 
about 7 m long. The downstream end of the channel is 
equipped with a sloping beach made of gravel and screens to 
minimize the reflection of the waves. The upstream end 
contains a piston-type wave generator and the air inlet. The 
wave generator was used to produce longer and better defined 
waves than those produced by the wind. Both the frequency 
and the length of travel of the generator could be varied. 

The air was supplied by a blower and was admitted to the 
channel tangentially to the liquid surface. The air flowrate 
was measured by a laminar flowmeter which also served to 

reduce the turbulence in the incoming air. The channel was 
filled with water to a depth of 6 cm and then 2000 ml of 
kerosene was added to simulate oil. The static kerosene 
thickness was 2.9 m m , but it was significantly modified both 
by the waves and the wind. 

Instrumentation. The measurements taken were those of air 
flowrate, local oil layer thickness, and the amplitudes of water 
waves. The instrumentat ion to measure the oil thickness was 
developed for this study and it is shown schematically in Figs. 
2 and 3 . Its development and calibration were described in 
detail in [11]. In essence, it consists of a probe which follows 
the surface of water and is similar in principle to that used in 

®wyC 

Fig. 1 Pictorial representation of a wave 

LACK PAPER TUBE 

, T 

Fig. 2 Schematic of oil thickness measuring instrumentation 

GROUND 
ELECTRODE 
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Fig. 3 Circuit diagram for servo amplifier 
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Fig. 5 Ratio of oil thickness amplitude to oil thickness amplitude at 
zero air velocity as a function of air velocity; uncertainty estimate: ratio 
12 percent, velocity 5 percent 

[3]. This is accomplished by placing a ground electrode in 
water while the probe tip serves as the positive electrode. 
When the probe tip comes in contact with the water surface, a 
small current flows between the electrodes and this current 
serves as a signal for the amplifier circuit shown in Fig. 3 to 
drive the probe in such a way that its tip remains always in 
contact with the water surface. 

Once it is known that the probe tip is at the water surface, it 
is only necessary to measure the depth to which the probe is 
submerged in oil in order to determine local oil thickness. This 
was accomplished by the use of a light sensitive cell made in 
the form of a thin strip 2.5 mm wide and 32 mm long which 
was attached to the probe in such a way that its lower edge 
was slightly above the probe point. 

Since the kerosene is normally transparent it was dyed a 
dark color to provide good resolution for the measurement of 
submergence. 

The light sensitive cell was also equipped with a scale which 
permitted visual observation of the depth to which it was 
submerged. This served as a coarse check on the oscillograph 
readings to assure that no gross errors were being committed. 
Such errors are possible with a light sensitive cell when the 
shadow of the wave or the light reflected from the wave 
surface is permitted to fall upon the cell. 

The wave amplitude was measured by a similar cell attached 
to the movable motor arm. As the probe point followed the 
water surface the cell moved into and out of a black paper 
tube producing a signal on the oscillograph from which local 
water surface elevation could be determined. 

Tests. The tests were conducted in the following manner. 
The channel was filled with water and the kerosene was added 
and permitted to reach the equilibrium thickness. At this point 
the wave generator was started at a predetermined frequency. 
Due to wave drift the oil layer became thicker at the down­
stream end; again, sufficient time was allowed to reach the 
equilibrium and then the record of the local oil thickness and 
of water surface elevation was made in proper phase 
relationship between them. After this the blower was started 
and the flowrate adjusted to the lowest value. After the 
equilibrium was attained the readings were taken again and 
the air flowrate increased to the next value. In all, the readings 
were taken without the air flow and for four values of 
flowrate at a particular frequency; this was repeated for six 

84/Vol. 104, MARCH 1982 Transactions of the AS ME 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1. 0|— L = 3 9 9 MM 

O 

L = 271 MM 

_Q_ 

I 
L 

o 
336 MM 

| 

0 

1 

o 

1 1 — 

o 

1 . 

o < 

L = 271 MM 

o 

L = 336 MM 

Q 

L = 556 MM 

"O O O 

O 

1.0 

L <(7 9 MM 

1 

o 

1 

o 

1 < 

0 

._., — 1 

o 

AIR VELOCITY, M/5EC 

Fig. 7 Maximum oil thickness variation over a wave as a function of 
air velocity; uncertainty estimate: thickness 8 percent, velocity 5 per­
cent 

different frequencies. At each point the record of about 20 
waves was obtained; the differences between individual waves 
were usually small and the average for the set was used as the 
value for that point. The final value for each point represents 
the average of five to eight tests. 

It was found that as the air velocity increased the mean oil 
thickness also increased while the wave frequency dropped 
slightly. 

The instruments were calibrated before each test and oc­
casionally after tests by attaching the arm of the probe to a 
micrometer mechanism and submerging the probe in dyed 
kerosene through known distances. 

Water wave growth tests were performed in a manner 
similar to that just described, except no oil was added to 
water. 

Results 
From the records obtained during the tests the local oil 

thickness and the elevation of the water surface could be 
found as a function of wave phase for a range of a wave 
frequency and air velocities. The wave frequency which was 
found from the oscillograph records permitted calculation of 
the wave length from 

L = c/f 

by assuming the wave speed to be 

/ S \ ' 
c = ( — tanh£A J (18) 

It should be noted that equation (18) was checked in the 
author's previous work [12] for water waves in the presence of 
an oil layer and was found to produce satisfactory results. 

The average air velocity was found by calculation of the 
mean liquid level from the oscillograph data. The flowrate 
was then divided by the cross-sectional area of the air passage. 

In Figs. 4 and 5 the ratio of oil thickness variation am­
plitude to the amplitude at zero air velocity is presented as a 
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Fig. 8 Comparison of growth rates of water waves under oil and for 
bare water waves; uncertainty estimate: ratio 12 percent, velocity 5 
percent 
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Fig. 9 Wave profile for the longest wave: a) no wind; b) wind 
velocity = 4 m/s 
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Fig. 10 Wave profile for representative waves: a) no wind; b) wind
velocity = 4m/s

Fig. 11 Photograph showing the oil thickness variation on waves 270
mm in length with 1 mls wind velocity

Fig. 13 Photograph showing oil distribution on a breaking wave. Wave
length Is 270 mm and air velocity Is 4.5 m/s.

Fig. 12 Photograph showing the oil thickness variation on a wave 270
mm in length with 4.5 mls wind velocity
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function of air velocity for the series of wave lengths. The
predicted values are shown as -curves. They were obtained by
using actual observed values of mean oil layer and water
depth.

Figures 6 and 7 show the comparison between the
maximum oil thickness variation observed and predicted
theoretically.

In Fig. 8 a comparison is shown between the growth of the
waves on the oil-water interface and the growth of water
waves with the oil being absent as a function of air velocity.
All values were obtained from tests in the same channel.

Figure 9 represents the profile of the longest wave for which
unusually large growth of thickness variation is noted in Fig.
4. Figure 10 shows the wave profile more representative of the
waves in the bulk of the tests.

Figure 11 shows a photograph of the shortest wave at low (1
m/s) air velocity, while Figs. 12 and 13 show the photographs
of the same wave length at high (4.5 m/s) air velocity; wave
breaking and large accumulation of oil at the crest may be
observed there.

>­
I
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W
I

""

Discussion
From analysis of equation (17) it will be evident that the

effect of wind tends to reduce the variation of oil thickness
from crest to trough, but at moderate speeds and sinusoidal
waves it is rather small. In fact, the numerical values found by
using this equation show that, for aim wave the specific
gravity of oil equal to 0.8, a 19.40 mls air velocity is needed to
produce a 10 percent reduction in the oil thickness variation
amplitude. At this velocity, however, large breaking waves
would be produced and, consequently the range of validity of
the developed theory would be greatly exceeded.

From observation of Figs. 4 and 5 it will be noted that there
is good agreement between the observed points and predicted
values except, very noticeably, at the longest wave length;
there the oil thickness variation grows quite rapidly with the
air velocity. In order to uncover the reason for this

discrepancy these waves were studied in greater detail, but the
results were found to be repeatable. On the other hand, as
may be observed from Fig. 9, the wave profile is quite
irregular and, furthermore, it changes significantly with
increasing air velocity. Apparently, the developed theory is
not directly applicable to this case. For the majority of the
tests the waves were much closer to sinusoidal shape as may be
observed from Fig. 10. There is also some disagreement,
although less noticeable, for the short waves at highest air
velocities. At such velocities the waves begin to exhibit typical
nonlinearities as sharper crests and wave breaking as shown in
Figs. 12 and 13; such effects apparently serve to increase the
oil thickness at the crests significantly.

The conditions under which the tests were run differ
substantially from the assumptions which underlie equation
(17). The depth of water was limited and the values of kho

86/VoI.104, MARCH 1982 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



could not be considered small. Furthermore, the aerodynamic 
pressure distribution at the wave surface was affected 
significantly by the proximity of the upper wall of the 
channel. Consequently, the oil thickness variation was 
calculated from equations (10) and (11) while the pressure 
distribution was determined from 

181 
P=^2-PaiU1

T-U& (19) 

Equation (19) was taken from the author's work [13] in 
which the pressure distribution over water waves was 
determined in the same channel. 

The reason for the increase in the oil thickness amplitude 
with air velocity, as evident in Figs. 4 and 5 and in apparent 
conflict with the prediction of equation (17), is due to the fact 
that the mean oil thickness increased with increasing air 
velocity. 

While the agreement between predicted and measured 
values of the growth rates of the oil thickness amplitude is 
good, the actual values of oil thickness variation are not well 
predicted by the developed equations as is evident from Figs. 
6 and 7. These variations are generally greater than predicted. 
This was also found to be the case in previous work [14] where 
the oil thickness variations were measured in the absence of 
wind and compared to Chung's theory. 

It may be also of interest to examine the growth of the 
water wave amplitude under oil with increasing air velocity 
and to compare it to the growth of bare water waves under the 
same conditions; this is shown in Fig. 8. As may be seen, the 
growth rate of the water wave under oil shown as points is 
generally smaller than the growth rate of bare water waves. 
For the case of the longest wave there is actually a significant 
decrease in amplitude indicating that the energy is transferred 
to oil which may account for the large growth of the oil 
thickness variation. The reduction of water wave amplitude 
can be also deduced from equations in [4] and [5]. 

Conclusions 
The examination of theoretical equations dealing with the 

effect of wind on oil distribution on wavy water shows that 
the wind tends to reduce the thickness difference, but for 
moderate wind speeds on sinusoidal waves this effect is small. 

The results of tests performed to measure the oil thickness 
variations in the presence of wind and waves show a good 
agreement with the theory when dealing with percentage 
change of oil thickness amplitude with wind velocity, but, in 
general, the theory tends to underpredict the oil thickness 
difference. 
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Scaling Laws for Metering the 
Flow of Gas-Particle Suspensions 
Through Venturis 
An experimental investigation was undertaken to determine those scaling 
parameters applicable to measuring the mass flow rate of gas-particle suspensions 
through Venturis. It was found that Stokes number and the particle/gas loading 
ratio are the two most important parameters. The results show that pressure drop 
increases linearly with loading ratio and decreases monotonically with increasing 
Stokes number. The results also indicate that fi-ratio and orientation of venturi do 
not significantly affect the pressure drop. Data for irregularly shaped pulverized 
coal particles show higher pressure drop compared with those for spherical par­
ticles. A quasi one-dimensional numerical model overpredicts the pressure drop, 
but a two-dimensional model demonstrates improved agreement. 

Introduction 
The reliable metering of the solids mass-flow rate in a gas 

stream is important to many energy related industrial 
processes such as gasification and combustion of pulverized 
coal, air-pollution control systems, pneumatic transport of 
granular materials, and in many other fields of engineering 
and science. In contrast to many data available for metering 
single phase fluids, there is yet little information on metering 
gas-solids flows through Venturis and flow nozzles. 

Because of the growing need and importance of the con­
tinuous monitoring of the solids mass-flow rate, many dif­
ferent meter designs and concepts have been introduced. 
Techniques which measure particle speed and density 
separately to obtain solids mass-flow rate include the 
radioactive tracer and (3-ray absorption [1], microwave [2], 
and acoustic/ultrasonic techniques [3]. Another concept is the 
target or impact flow meter [4] which measures the 
momentum imparted by the particle cloud but a second 
measurement of particle density is also required. A third type 
of flow meter which measures the mass flow rate of solids 
directly includes the eddy current flow meter [5], noise 
correlation technique [6], and measurement of capacitance 
charge of the solids [7]. Common to all these meters, except 
pressure differential-type meters, are the complexity of the 
systems, calibration, limitations on operating conditions and, 
subsequently, the difficulty of establishing general scaling 
laws for different operating conditions. For industrial ap­
plications the meter should be simple, reliable, and should 
yield mass flow rate directly. 

Pressure differential meters have been studied by many 
because of the simplicity in design and monitoring the flow 
rate once scaling laws have been established. However, ap­
plication of these meters to full-scale systems has not been 
entirely successful. The original study in this area was con-

Contributed by the Fluids Engineering Division and presented at ASME 
Symposium on Polyphase Flow and Transport Technology, San Francisco, 
August 13-15, 1980. Manuscript received by the Fluids Engineering Division 
September 15, 1980. 

ducted by Carlson, et al. [8]. They tried to measure both 
particles and gas flow rates with a venturi-orifice combination 
in series. Their design was successful on a laboratory scale but 
failed for large-scale application. A more extensive ex­
perimental study of the venturi meters for gas-particle flow 
was undertaken by Farbar [9]. He also developed a simple 
model for pressure drop but it was inadequate for general 
design purposes because the parameters important to scaling 
were not included. Other studies [10, 11] also failed to include 
those parameters important to the scaling. Also, the range of 
experimental conditions was very limited. 

Subsequent studies [12, 13] based on dimensional analysis 
for gas-particle flow suggest that the pressure drop across the 
venturi depends primarily on Stokes number and solids 
loading ratio provided the gravitational effect is not im­
portant. 

The Stokes number is defined as the ratio of the particle 
relaxation time to gas relaxation time. If the Stokes number is 
small, the particles have sufficient time to maintain near-
velocity equilibrium with gas (equilibrium flow condition) and 
thereby a large pressure gradient is required to achieve ac­
celeration of the gas-particle mixture. In fact, in the limit of 
gas-particle velocity equilibrium, the mixture can be regarded 
as a single phase fluid with modified properties. 

On the other hand, if the Stokes number is large, the 
particles have insufficient time to be accelerated and the 
particle motion is almost completely unaffected by the gas 
flow (frozen-flow condition); i.e., the gas flow behaves as 
though the particles were essentially absent. This reasoning 
explains some of the early data obtained with gas-particle 
flow through a venturi and an orifice in series in which it was 
found that the orifice essentially measures the gas flow rate 
while a venturi measures the mixture flow rate. Also, the fact 
that Stokes number is dependent on meter size explains the 
failure of previous studies to apply as anticipated to a large-
scale system. 

The other important parameter, loading ratio, is defined as 
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Fig. 1 Photograph of the experimental setup
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Fig.2 Geometry of standard ASME venturi with (j·ratio of 0.6

the ratio of the particles' mass flow rate to gas mass flow rate.
Obviously, this ratio significantly affects the pressure
distribution by increasing the mass of the accelerating mix­
ture.

Virtually no data were available which demonstrated the
dependence of pressure drop on Stokes number and loading
over a sufficiently wide range for practical use. The purpose
of this study is to obtain a reliable base to establish the scaling
laws for metering the flow of gas-solids suspensions through
venturi by carrying out experiments over a wide range of flow
conditions.

Experimental Program

Experiments were undertaken to investigate the effects of
Stokes number, loading, l3-ratio and orientation of venturis,
and nonsphericity of particles on the pressure drop across a
venturi.

The experimental setup is shown in Fig. 1. The facility
consists of flanged-connected steel conduits (0.0525 m inside
diameter), an inlet air supply, metered by an orifice, an auger
powder feeder to feed particles into the airstream, a gas-

____ Nomenclature

particle mlxmg section, a test section for installation of
venturis and finally, a series of cyclone separators to remove
particles from the airstream and return them to the powder
feeder forming a closed loop system.

The powder hopper is connected by a pressure line to a
point very near the mouth of the powder feeder to minimize
the effect of a pressure difference between hopper and the
mouth of the feeder on the mass feed rate of solids.
Calibration tests demonstrated that the powder feed rate
varies linearly with auger speed. In situ verification of the
particle mass flow rate was also checked by isokinetic sam­
pling.

The mass flow rate of air through an orifice and pressure
drop across venturis were measured by slant tube manometers
with a maximum resolution of 5 pascals.

The pressure taps were continuously purged by an in­
consequentially small air flow to prevent dust accumulation in
the tap. There was no effect of this purging air on the
measurement of the pressure drop.

Three types of spherical particles were used in the ex­
periment: micro-balloons, glass particles, and ballotin-impact
beads. Also, Utah coal as obtained from a commercial
pulverizer was used. A coulter counter was utilized to analyze
the particle sizes. The maximum feed rate of each particle type
and their characteristics are shown in Table 1.

Using these particles in the experimental rig provided
Stokes numbers from 0.15 (close to the equilibrium flow) to
13 (close to frozen flow) and a loading ratio from 0 to 2.

Table 1 Characteristics of particles used in experiments

particle type maximum feed density mass median shape
rate (gr/s)(kg/m3)'dia. (I'm)'

micro-balloons 10 325±5 29± 1.0 #
glass beads 70 2900±5 36± 1.0 #
Ballotin-impact

beads 77 2420±5 65±2.0 #
pulverized coal 28 1340±5 43 ± 1.0 +
, 20: 1 odds # spherical + irregular

The majority of the experiments were conducted with
standard ASME venturis with l3-ratios of 0.5, 0.6, and 0.7.
The venturi with a l3-ratio of 0.6, which is shown in Fig. 2,
was tested in both the horizontal and vertical orientations.

The tests were carried out for a given venturi geometry and
particle type by maintaining a constant air mass flow rate and
increasing the powder feed rate to increase the loading. The
pressure drops across the venturi were measured. This yielded
data at one Stokes number. Tests were repeated for other air
flow rates to establish the repeatability of the data. Next,
different types of powder and/or air flow conditions were set
to obtain data for other Stokes numbers.

Results

The results of the experimental program are summarized
below.

Effect of Loading Ratio. Data typical for the effect of
loading ratio on the pressure drop are shown in Fig. 3 for
Stokes number of 3.8 and 10.7. The pressure drop is nor-

pressure ratio parameter
pressure drop across a
venturi for gas-phase only
pressure drop across a
venturi for gas-particle flow

Journal of Fluids Engineering

St
z

Stokes number
loading ratio (mass flow rate
of particles/mass flow rate
of gas)

13 beta ratio of the venturi
(throat diameter/inlet
diameter)
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malized with respect to the pressure drop which would exist if 
no particles were present (loading ratio equal to zero). One 
notes a strong linear correlation of the pressure drop ratios 
with loading which persisted throughout. The steeper slope of 
pressure drop ratio for the smaller Stokes number implies 
higher acceleration of particles under this condition. One can 
also infer that at very small Stokes number the pressure drop 
ratio will asymptotically approach 1 + z, condition of 
equilibrium flow, while at very large Stokes number it ap­
proaches unity, the frozen flow condition. 

The linearity of the pressure drop with loading allows one 
to account for loading by measuring the slope of the line. 
Thus, it is convenient to introduce a pressure ratio parameter 
defined as 

Pr = (&P,p/Apg-l)/Z 

which is independent of loading and a convenient parameter 
with which to represent the data. 

Effect of Stokes Number. The effect of Stokes number on 
the pressure ratio parameter is shown in Fig. 4. One 
recognizes that the mean pressure ratio parameter 
monotonically decreases with increasing Stokes number. The 
nominal uncertainty in pressure ratio parameter is 5 percent 
with odds of 20 to 1. Clearly Fig. 4 shows that Stokes number 
is an important scaling parameter for metering gas-solids 
suspensions through Venturis. 

Effect of /3-ratio. Figure 4 also shows no significant effect 
of (3-ratio for Stokes numbers up to 5, which implies that /3-
ratio is not a significant parameter in this range. However, for 
Stokes numbers around 10, the venturi with larger /3-ratios 
tend to have a smaller value of the pressure ratio parameter. 

Effect of Orientation of Venturi. The effect of meter 
orientations on the pressure ratio parameter was tested using a 
venturi with a (3-ratio of 0.6. The results are shown in Fig. 4. 
With a nondeposit flow condition of the gas-particle mixture 
and loading ratios up to 2, there appears to be no significant 
difference in data between the horizontal and vertical 
orientations. 

Effect of Nonsphericity of the Particles. Most of the tests 
were undertaken with spherical particles. However, to in­
vestigate the effect of nonsphericity of particles on the 
pressure drop across venturi, experiments were conducted 
with irregularly shaped pulverized coal particles. The results 
in Fig. 4 show that the pressure ratio parameter for non-
spherical particles is higher than that for the spherical par­
ticles. This result is consistent with the higher drag coefficient 
characteristics of irregularly shaped coal particles [14]. 

Comparisons of Experimental Result With Numerical 
Predictions. Figure 5 shows the experimental results and 
predictions by quasi one-dimensional [13] and two-
dimensional [15] numerical models for the dependence of 
pressure drop ratios on loading ratio at a Stokes number of 
3.85. The quasi-one-dimensional model consistently over-
predicts the pressure drop over all loading ratios. This 
deviation is attributed primarily to the inability of a one-
dimensional model to account for the two-dimensional 
channeling effect of the particles. However, the two-
dimensional model incorporates this two-dimensional 
channeling behavior of particles predicts the pressure drop 
ratios very well over the loading ratio of experiment. The 
slight nonlinearity of the prediction by a two-dimensional 
model is attributed to compressibility effects unaccounted for 
in the model. 

Based on the experimental results obtained to date, the 
following summary can be made. 

1 Stokes number and loading ratio are the two dominant 
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nondimensional parameters controlling pressure drop of gas-
particle flows in a venturi. 

2 Pressure drop at a fixed Stokes number varies linearly 
with solids loading. 

3 The pressure ratio parameter decreases monotonically 
with increasing Stokes number. 

4 The /3-ratio of venturi appears only to have an effect at 
higher Stokes number. 

5 Pulverized coal has a higher pressure ratio parameter 
than spherical particles at the same Stokes number. 

6 Orientation of venturi for the nondeposit flow condition 
appears to have no significant effect on pressure drop. 

Conclusion 

Pressure drop across a venturi with gas-particle flow is 
primarily dependent on loading ratio and Stokes number. 
These two nondimensional numbers constitute the primary 
scaling parameters. 
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Drag Reduction in Flow of Coal-Oil 
Suspensions 
Pipe flow characteristics of coal-oil mixtures (C.O.M.) are studied by a pipe flow 
facility consisting of a Tri-Rotor positive displacement pump, which draws fluid 
from a reservoir tank and discharges through a pipeline at regulated pressures. Pipe 
flow tests are carried out to study the drag reduction effect of the polymer car-
boxymethylcellulose (CMC) on the flow of coal-oil mixtures. Addition of CMC 
reduces friction drag on the average by 10 percent. Preliminary results are presented 
covering appropriate ranges of operating parameters (coal concentration and 
temperature) which influence the drag reduction. A brief discussion will evaluate 
the significance of these results. 

Introduction 
The purpose of our study was to investigate the possible 

drag reduction in the flow of coal-oil mixtures (C.O.M.) and 
the potential benefit in applying this technique to commercial 
systems dealing with C.O.M. preparation and treatment prior 
to combustion. 

Drag reduction has been observed to occur in the flow of 
several additive systems, such as in solutions of synthetic as 
well as natural polymers and suspensions of solid particles. 
The mechanism of polymer drag reduction is believed to 
reside in the viscoelastic properties of such dilute polymer 
solutions. Some excellent reviews on polymer drag reduction 
have been published [1—3], but no previous application to 
C.O.M., to our knowledge, was reported. 

Experimental Apparatus 
Pipe-Flow Facility. Our drag reduction study has been 

carried out in a facility consisting of a 5 gal reservoir tank, a 
Tri-Rotor positive displacement pump, which can discharge 
fluid at a pressure as high as 50 psig and a 10 ft long com­
mercial i4 in. pipe with an inside diameter of 0.354 in. The 
apparatus can be operated batchwise using the pump as the 
driving force. An accurately calibrated pressure gage was used 
to measure the pressure drop. Flow rates were measured 
batchwise by collecting and weighing the sample in a receiver 
downstream for a measured period of time using a stop 
watch. The insulated pipe system was wrapped with heating 
tapes and the temperature was monitored constantly by a 
digital temperature readout controlled by a temperature 
controller. 

Sample Preparation and Experimental Uncertainty. The 
C.O.M. fuel samples are prepared from No. 6 oil and 
pulverized coal 80 percent 200 mesh (80 percent of the coal 
particles are 75 /j. or less in diameter). The #6 oil serves as a 
baseline fuel. Samples at concentrations of 0, 30, 35, 40, 45, 
and 50 percent coal by weight in the mixture were prepared. In 
the sample preparation, a 0.25 percent BASF stabilizing agent 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the. Fluids 
Engineering Division September 25, 1980. 

heated to 120°F is added to the oil to which the pulverized 
coal is added up to the required concentration while the 
mixture, kept at 140°F, is stirred continuously by a mixer. 
The polymer was heated to 120°F and was then added to the 
mixture. 

The uncertainty involved in measuring the flow rate of coal-
oil mixtures with or without the polymer additive is about 0.1 
percent. Using the Kline and McClintock uncertainty method 
with 20:1 odds, the overall uncertainty in drag reduction 
computations for each test condition was determined. 

Drag Reduction Results 
The drag reduction in the present study is attained by 

adding the polymer carboxymethylcellulose (CMC) to the 
C.O.M. Samples. Although many oil-soluble drag-reducing 
polymers are known, the CMC, which has a rather limited 
solubility in oil, was chosen because of its easy availability 
and the preliminary nature of this experimental investigation. 
Detailed studies with drag-reducing polymers which are more 
oil-soluble should be pursued. Viscosity, concentration, and 
temperature parameters which affect the drag were measured 
and analyzed (for details see [4]). Two sets of identical ex­
periments with and without the polymer additive, using No. 6 
oil and coal-oil mixture samples were conducted in order to 
show the effect of the presence of the polymer on the drag. 

It was observed that for a constant pressure drop, the 
samples with the CMC additive had a higher flow rate, 
measured batchwise, than the samples without the additive. 
The experiments were performed in a temperature range of 
130-150°F. The data qualitatively demonstrates drag 
reduction by the polymer additive. 

The magnitude of drag reduction can be quantitatively 
defined by using the following expression: 

D.R. = 1 -
(AP) sample + CMC 

( i ) 
(AP) s amPIe lQ=constant 

where D.R. = drag reduction and AP = pressure drop. It is 
convenient to write the definition of D.R. as 

r> R — 1 _ I s a m P l e + CMC \ 

* 'samnlp / 
(2) 

sample 
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Conclusions 
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Fig. 1 Drag reduction (%) versus coal concentration (%); with tem­
perature (° F) as a parameter 

where / = flow time (time for the given volume of effluent to 
flow out of the reservoir) is proportional to Q= flow rate for a 
fixed volume sample while Q2 is proportional to AP for 
turbulent flow. Two different concentrations of CMC were 
used, 250 PPM and 500 PPM by weight, respectively, and the 
D.R. was found to be very similar for both. Limited solubility 
of CMC in oil might be the reason for this result. Results for 
250 PPM of CMC are summarized in Fig. 1. 

The purpose of this study was to investigate the effect of 
this particular polymer additive CMC on flow of coal-oil 
mixtures under different flow conditions and at various 
temperatures and the potential of applying this technique to 
commercial systems dealing with the preparation and 
transportation of C.O.M. prior to combustion. On the 
average, adding CMC to coal-oil mixtures reduced drag by 
about 10 percent. This reduction is equivalent to a 10 percent 
reduction in AP which corresponds to 5 percent on Q or t. The 
drag reduction results, although preliminary, are quite en­
couraging. As can be noted in Fig. 1, the drag reduction in­
creases with concentration but decreases with temperature. 
More tests involving different polymer additives with a higher 
solubility in oil than CMC are necessary to ascertain if higher 
drag reduction can be attained. 
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Cavitation in an Extremely Limited 
Flow Through Very Small Orifices 
In order to clarify the role of cavitation nuclei upon inception, the behavior of 
inception was carefully investigated in an extremely limited water flow through very 
small orifices less than 1.0 mm in diameter under a prescribed nuclei condition. The 
following facts of technical interest were determined: a) The desinent cavitation 
number (ad) decreased rapidly and exponentially with the orifice diameter d, up to 
one hundredth in magnitude; and b) the cavitation appearance in such limited flows 
was quite different from that in fully turbulent flows through larger orifices. 

Introduction 
Cavitation and associated troubles so often arise in such 

extremely limited regions of technical interest as tip clearances 
of impellers, throats of control valves, small fluidic branched 
pipes, and so on. In such regions, the effects of cavitation 
nuclei may be significant, since the regions are approximately 
one to two orders of magnitude greater than the size of the 
nuclei. 

According to literature [1, 2], many investigations on the 
cavitation in the oil hydraulic restrictors have been made not 
in the laminar flows of present interest, but in the fully tur­
bulent flows. In the Coulter counter [3] which has been often 
used for cavitation nuclei measurements, there arises a 
question whether the cavitation occurs in the so-called micro-
orifice installed in it. 

At present, the understanding of cavitation mechanism 
seems to be far from complete. This is suggested by the recent 
finding of "Johnsson effects" [4], namely, that cavitation 
inception exhibits a wide variety of appearances on the ITTC 
standard body in different test facilities, even under almost 
the same conditions for Reynolds number as well as cavitation 
number. 

The first step in this investigation to clarify the role of 
nuclei in inception was to study the behavior of inception in 
low turbulent water flows through very small orifices under 
prescribed nuclei conditions as well as for various 
hydrodynamic conditions. The orifices, also called "micro-
orifices," were approximately one to two orders magnitude 
greater than the nuclei size [5]. Simultaneous measurements 
were also made on the cavitation appearances and the 
associated sound pressures. 

Experimental Facilities 

Water Tunnel and Test Orifices. The blow-down tunnel 
shown in Fig. 1 was built for the present investigation, in 
which capacities of the upper and the lower tank were 
designed much larger than that through the orifice, so as to 
keep prescribed flow rates for a sufficiently long time. All of 

Upper tank 

(500X500X600) 

Lower tank 

(500x500x600) 

Flow meter 

Contributed by the Fluids Engineering Division, and presented at the 1979 
International Symposium on Cavitation Inception. Manuscript received by the 
Fluids Engineering Division, February 11,1980. 

Orifice tube 

Test section 
(100X100X255) 

Fig. 1 Schematic diagram of blow-down tunnel. (All dimensions are in 
millimeters.) 

the test section, tanks, and pipes were made of lucite to keep 
the water clean and for the purpose of observation. 

Figure 2 shows the detail of the test section. The test orifice 
is a kind of long orifice, which is often applied to Coulter 
counters as well as to oil hydraulic systems. The diameter d is 
0.2, 0.5, 0.8, and 1.0 mm, the length /is fixed as 0.5 mm, and 
the upstream pipe inner diameter D is 6.0 mm, so that the 
diameter ratio W = d/D) is 0.033, 0.083, 0.133, and 0.167, 
respectively. The orifice plate is placed at the center of the 
rectangular test section. The upstream and the downstream 
pressure, pi and p2, are measured on the inner wall at the 
points Cj and C2, respectively. Cavitation sound pressures 
are also measured by the PZT probe [6] shown in Fig. 2, 
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PZT Probe 

Fig. 2 Test section. (All dimensions are in millimeters.) 

which is fixed on the outer surface of lucite wall whose 
acoustic impedance is very close to that of water. A kind of 
vaseline is plastered between the probe and the wall to match 
the acoustic impedance. 

Coulter Counter. Since a marked difference in the test 
water cavitation nuclei, which are supposed to be 
microbubbles of about 0.01 —0.1 mm in diameter, is believed 
to be one of the principal sources of "Johnsson effects," we 
tried to measure the nuclei by means of a newly made Coulter 
counter, without adding a little amount of salt to water. 

Figure 3 shows the detail of the counter. A ruby orifice of 
0.2 mm in diameter and 0.15 mm in length is located near the 
lower end of the glass-made Coulter tube. It is well known 
that 0.1 mm diameter orifices have been often applied to such 
counters [3, 7]. However, according to our experience, they 
are not necessarily suitable for accurate continuous nuclei 
measurements, because it is difficult to measure accurately the 
microbubbles of about 0.04—0.1 mm in diameter which are 
believed to have a most powerful effect on the inception, and 
also partly because the throats have been so often plugged by 
any motes. 

A large number of nuclei measurements can be done, while 
the sample water being poured into the Coulter tube flows 
down very slowly through the orifice and fills up a 130 cm3 

lucite vessel gradually. 
Figure 4 is a block diagram of the counter system. The 

voltage pulses, which are proportional to the volumes of 
microbubbles or solid particles passing through the orifice, 
were fed to a multichannel analyzer through a high pass filter 
in order to eliminate noises, and then reduced to a level 
histogram according to their heights. The minimum 
measurable size of nuclei is restricted by the orifice diameter 
and by the noise caused inevitably in such systems. In our 

Constant 
current source 
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60 dia.. 

•iitiiiiutitiiiniiitiiiazz. 

-Shield box 

. Coulter 
tube 
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output 
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Fig. 3 Coulter tube. (All dimensions are in millimeters.) 
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Fig. 4 Block diagram of Coulter counter system 

system, it is about 0.008 mm which is supposed to be the 
minimum size of effective nuclei. 

In the present nuclei measurements without any salt ad­
dition, the impedance between electrodes reaches several 
hundred kD. So we must be very careful of the signal treat­
ment as well as of shielding to remove any noise. Figure 5 
illustrates the typical nuclei size spectrum of the test water left 
undisturbed about two hours, and it is indicated that a 
number of effective nuclei above 0.04 mm are observable. 

Instruments of Cavitation Sound Pressure. Here we used 
the previously reported instruments [8, 9]. A 20 mm diameter 
PZT probe, of which the receiver is 10 mm in diameter and 
0.89 mm in thickness, and with natural frequencies of 2.25 
MHz (thickness mode) and 400 kHz (radial mode), was 
calibrated by a comparative method by using a standard 
microphone. Since an amplifier was used to compensate the 
probe frequency response, the overall frequency charac­
teristics of the measuring system was sufficiently flat. 

Nomenclature 

A — throat cross-sectional area, 
mm2 

C = discharge coefficient 
Cd = discharge coefficient at 

desinent condition 
D = pipe inner diameter, mm 
d = orifice diameter, mm 
/ = frequency, kHz 
/ = orifice length, mm 

P\,Pi = upstream and downstream 
pressure, kPa 

pv = vapor pressure, kPa 
Psm = cavitation sound pressure, 

Pa 
a/a, = 

Q = flow rate, m 3 /s 
RC,B = upstream Reynolds number 
Red = orifice Reynolds number 

t„ = water temperature, K 
i>i ,t>, = upstream velocity and mean 

throat velocity, m/s 

0 
V 

P 
Po 

a 
"d 

air content ratio of the 
water 
diameter ratio 
kinematic viscosity, m2/s 
density, kg/m3 

resistivity of water, fi«m 
cavitation number 
desinent cavitation number 
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Fig. 5 Typical nuclei size spectrum of test water (uncertainty ±5 
percent) 

In order to remove the statistical error as shown later, the 
cavitation sound pressures were once recorded on the data 
recorder, which is flat in frequency characteristics over a 
range from 0.2 to 100 kHz, and then they were analyzed by a 
frequency analyzer with a uniform bandwidth of 10 Hz. 

Experimental Procedures 
In each run, the fresh tap water was first poured into the 

upper tank. After two hours, when the cavitation nuclei were 
expected to be stabilized, the nuclei distribution was measured 
by means of the Coulter counter, to check whether the 
distribution fitted the prescribed one. Then, each run was 
started, after lowering the downstream pressure (p2) by a 
vacuum pump until the prescribed state of cavitation was 
attained. In such experiments, therefore, mechanical 
vibration and acoustic noise were negligibly small. Here the 
resonant frequency was estimated in the test section to be 
about 12 Hz through the Lissajous's figures. 

Since cavitation is essentially a stochastic phenomenon, as 
is well known, the corresponding experimental data should be 
sampled from the same population. In the present ex­
periments, therefore, flow conditions, cavitation sound 
pressures, and cavitation photographs were simultaneously 
recorded and then analyzed statistically. 

Cavitation inception has been scatteringly determined to be 
greatly dependent on the method of detection. In our ex­
periments, the cavitation inception was detected in the 
desinent state both visually under a high intensity 
stroboscopic light and acoustically with the PZT probe. The 
acoustic detection was so selected that the cavitation sound 
pressures were only just detected within a 0.3 ms interval 
almost comparable to the usual frame interval of high speed 
movies. 

The cavitation number (a) and the discharge coefficient (Q 
are defined by the state of downstream where cavitation 
develops and by the pressure difference (p., -p2) respectively, 
as follows: 

o = 2(p2-pv)/pv}, 

C=Q/A^2(p2-pl)/p 
where v,, p, pv, A, and Q are the mean throat velocity, the 

10' I03 _ , I04 

Re,d 
Fig. 6 Discharge coefficients of test orifices (uncertainty ± 2 percent) 
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Fig. 7 Desinent cavitation number ad versus orifice diameter d. (The 
symbol I indicates the uncertainty band for «d.) 

density of water, the vapor pressure of water, the throat cross-
sectional area, and the flow rate (which is measured by a flow 
meter at a 1200 mm upstream position from the orifice), 
respectively. 

The ranges of test conditions are 420-7300 for the orifice 
Reynolds number (Re_d = v,d/v), 96-113 kPa for the up­
stream pressure (j?\), 286 — 289 K for the water temperature 
(tw), and 1.04 -1.07 for the air content ratio of water (a/a,) 
where a and as are the total and the saturated air content 
reduced to the normal condition (273.15 K, 101.3 kPa), 
respectively. Also, the upstream flow is considered to be 
perfectly laminar, because the upstream Reynolds number 
RC.D = v\D/v is 150 at most and partly because vibrations in 
the flow system are sufficiently eliminated, as mentioned 
above. 

Results 
In order to specify the flow conditions, the discharge 

coefficients C, which are an important factor for such flows, 
are shown in Fig. 6 for the Reynolds numbers R€id and for 
various diameters d. As can be expected, the curves exhibit 
such typical characters of long orifices [10] as C increases with 
a decrease in d as well as in (3. It is also indicated that in the 
present experiments the cavitation initiates in the laminar 
and/or the transitional region in the cases d=0.2 mm and 0.5 
mm, while in the near turbulent region for d = 1.0 mm. 

Desinent Cavitation Number. How does the cavitation 
occur when the principal flow region is extremely limited by 
the orifice diameter dl In Fig. 7, the desinent cavitation 
number (<rd) is shown for various d. It should be noted that ad 
determined acoustically and visually was scattered within the 
upper and the lower half of the uncertainty band, respec­
tively. Here it is clearly seen that ad decreases rapidly and 
exponentially with decreasing d, up to one hundredth in 
magnitude, even in the present experimental range of 0.2 mm 
5? d ^ 1.0 mm. 

In general, the role of nuclei, vortex and turbulence effects 
should be considered as the factors of the marked diameter 
effects upon ad. The effect of vortex on od has been evaluated 
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Cavitation Patterns. The cavitation patterns for the entire
range from inception to developed state were photographed
with a xenon flash lamp, whose exposure time was 3 x 10- 6 s,
as shown in Fig. 8. For the near turbulent case of d = 1.0
mm, nonspherical, rather small, bubbles mainly appear so as
to spread widely downstream from the orifice, which seems to
be similar in nature to that already observed in the fully
turbulent flows through larger orifices [8], but are somewhat
different in appearance. For the laminar andlor the tran­
sitional case of d=0.2 mm or d=0.5 mm, the appearance is a
great contrast to what is observed above, that is, a mass of
~ery fine bubbles, which appears in a period of about 1 kHz,
IS observed about 2 mm downstream intermittently. When the
cavitation developes further, for d= 1.0 mm, the massive and
the string bubbles increasingly and randomly appear ap­
proaching the orifice plate, while, for d =0.2 and 0.5 mm,
there is little difference in appearance and the mass of bubbles
slightly grows in size and quantity downstream. Here, the
considerable decrease in number of cavitation bubbles has
also been clearly observed with decreasing the orifice
diameter. Therefore, it can be suggested that the cavitation
pattern as well as the occurrence region significantly varies
with the orifice diameter, as if the nuclei play an important
role.

Cavitation Sound Pressure. Here the cavitation sound
pressures (Psm ) are analyzed in order to understand more
clea~ly such cavitation aspects. Figures 9 -10 are the spectra
of PS I/1' measured on the outer wall downstream from the
orifices. Of course, since the total energy contained in such
flow is extremely small, the values of PSI" are much smaller
than the larger diameter counterparts, already reported [8].
Corresponding to the aforementioned facts. there appears
such a great difference in the spectrum of near desinent state
that the low frequency components become overwhelmingly
predominant in comparison with the counterparts, as shown
in Fig. 9. The spectrum of Psm exhibits a maximum at about 1
kHz, and local maxima at 10 and 30 kHz, respectively. At the
well-developed state of cavitation, Psm further increases
extremely in the neighborhood of 1 kHz, as shown in Fig. 10,
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Fig. 9 Spectra of cavitation sound pressures for the case of near
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to be 50 percent at most [11]. and the turbulence must be
negligibly small in the present experiments. It is, therefore,
concluded that the supply rate of nuclei plays a very im­
portant role in such rapid decrease in ad'

One would expect as the supply rate of nuclei decreases that
ad should decrease. Furthermore, the nuclei supply rate is
approximately proportional to the flow rate (Cd d2

) assuming
that the nuclei are distributed homogeneously in time and in
space. Thus if one assumes a linear relation then

ad =ad(CdICd) (dld*)2,

where the asterisk designates the reference state and Cd is the
discharge coefficient at the corresponding desinent con­
ditions. The present experiments for the micro-orifices can be
said to fit to this relation, as indicated in Fig. 7. Here it is also
confirmed that the cavitation hardly occurs in such micro­
orifices applied to the Coulter counter.

Expectedly. the present data are smoothly connected with
the larger diameter counterparts [8, 12] obtained in the
natural tap water with the nearly same air content, while they
significantly differ from the data [13] obtained in highly
pressurized water at a high temperature where very few nuclei
are present.

Next we shall examine the scale effects 1. The result shown
in Fig. 7 can be also interpreted as ad rapidly decreases with
decreasing Reynolds number (Re,d) in the range from the
laminar region to the transitional one (thus considerable scale
effects can be seen here). Therefore. further studies on such
effects are absolutely needed in the" near future. And it should
be noted here that a factor (lId) scarcely affects the inception
within the present range of 0.5 <lld<2.5 [14].

I Comparatively small changes in (Jd were observed in the well-developed
region of Re,d > 104 , where most of the existing experiments were carried out.

dmm (J" Re,d twK aAl;
0.101-----J-U--.J-~Ot;:I.Oni".5;;\55;J6;;·790~-;286~I;;.04~

• 0.5 0.19352OC 287 1.04

• 0.2 0·056 270C 288 /.07
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and especially in the laminar region for d<0.5 mm another 
peak comes out at about 0.5 kHz. 
Conclusion 

The behavior of inception was experimentally investigated 
in low turbulent water flows through micro-orifices which 
were one to two orders of magnitude greater than the size of 
the nuclei, under a prescribed nuclei condition as weli as 
various hydrodynamic conditions. The results are sum­
marized as follows: 

1 A very rapid decrease in the desinent cavitation number 
(<rrf) up to one hundredth in magnitude was actually observed 
in the present experimental range of 0.2 mm = d = 1.0 mm. 
Being in proportion to the supply rate of nuclei, ad can be 
simply expressed as follows: 

od = o*ACd/C*d)(d/d*)2. 
It is, therefore, evident that the nuclei play an important role 
on inception in such an extremely limited flow. 

2 In such flows, the cavitation appearance is quite different 
from that in fully turbulent flows through larger orifices, and 
the mass of very fine bubbles appears about 2 mm down­
stream intermittently with a period of about 1 kHz. 

3 The weak cavitation sound pressures (Psm) whose spectra 
simply exhibit a maximum peak at about 1 kHz, are also 
detected within the audio frequency range. These facts may be 
quite consistent with the flow pattern as well as with the 
appearance. 

4 It can be expected that no cavitation occurs in such 
micro-orifice as is installed in the Coulter counter. 
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Cavitation Inception in Pumps 

Introduction 
The principal effects of cavitation in pumps are loss of 

performance and erosion of the blading or casing. Up to now 
the criteria of assessment of cavitation have been in loss of 
performance and, to a lesser extent, erosion. The critical 
cavitation coefficient has been taken as the point where head 
(or efficiency) drops by 3 percent (sometimes 1 or 10 percent). 
This has been accompanied by the belief that if the per­
formance was not affected, no cavitation occurred, and in­
deed where the head first started to drop was the point of 
cavitation inception. With the development of improved 
visual and acoustic detection devices, we know now that this is 
not true, and that incipient cavitation may exist long before 
the performance is affected. Cavitation numbers of between 
five and fifteen times the critical performance value are 
common. It appears also that cavitation erosion damage is 
most likely in this operating region between inception and 
performance breakdown. Evidence is available of the likely 
conditions for greatest risk, but no quantitative figures can 
yet be put on the values. 

In the research program at NEL the cavitation and noise 
characteristics of typical centrifugal pumps have been 
measured. Additionally the critical assessment of inception 
has been made and compared with experimental results. An 
attempt has also been made to distinguish between cavitation 
noise and other noise sources with a view to using noise 
techniques to identify cavitation in a pump. Finally, hydraulic 
and cavitation noise tests were run on a series of geometrically 
similar pumps of different size at a number of speeds and 
flows. 

Instrumentation 
Noise measurements on a series of pumps of different sizes 

running at various speeds were made using miniature 
piezoelectric pressure transducers, a magnetic tape recorder, 
and a real-time analyzer, linked to a data-logging system, such 
that noise levels could be collected in digital form on paper 
tape. Figure 1 is a diagrammatic layout of the instrumentation 
system. 

The transducers used were of the piezoelectric type with a 
nominal sensitivity of 15.8 pC/atm and a resonant frequency 
of 130 kHz. They were mounted in a 14 mm p.t.f.e. adapter, 
which was mounted flush with the inside of the pipe or pump 
inlet wall. Transducers were installed both at suction and 
discharge of the pumps under test. 

The signal from the transducer was fed through a Vi m 

AMPLIFIED SIGNAL 
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length of low noise cable to a low noise amplifier. A small 
high pass filter was placed at the amplifier input, to enable 
frequencies below 6.3 kHz to be rejected when required, thus 
allowing the remaining high frequency end of the spectrum to 
be further amplified without overloading the amplifier. The 
amplified signals from the transducers were fed directly to a 
magnetic tape recorder, operating at a speed of 30 in./s (760 
mm/s) with 7-channel recording capability on Vi-m. (13 mm) 
wide tape. Signals were recorded both in f.m. and a.m. modes 
for each transducer, thus providing recorded data from d-c to 
150 kHz. Noise data could be reproduced from this system 
with very good repeatability and with an accuracy of ± 1 dB. 

Each transducer could be linked (through a switch unit) to a 
45-channel real-time analyzer. The analyzer covered the range 
12.5 Hz to 160 kHz in Vi-octave band filters. The digital 
output of the analyzer was fed through a data transfer unit to 
a printer, which provided a printout of the transducer signal, 
analyzed into each band, together with punched paper tape. 
The noise spectrum could be monitored visually on a display 
unit connected to the analyzer. Recorded and original signals 
were also monitored on a double beam oscilloscope and r.m.s. 
voltmeter. 

Visual inception and cavity studies have been made using 
Perspex (Plexiglas) inlet sections or windows. Special sections 
were built allowing undisturbed views of the impeller, by 
ensuring that the Perspex/air interface is perpendicular to the 
line of sight; the Perspex/water interface is less important as 
the refractive indices are similar. Lighting is very important as 
misleading results can be obtained because of time effects. 
Stroboscopic lighting pulsed at once a revolution or at blade 
frequency gives a fairly good measurement; however, this will 
only show up cavities that are large enough or stable enough 
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to appear to be continuous at these frequencies. It will not 
show up transient cavities. It is better, therefore, to back up 
visual inspection by photographic records, either microsecond 
exposure single shots or high-speed films. In either case, it is 
preferable to photograph the same blades by a phasing 
system. 

Many of the pumps reported on here were tested in the NEL 
high-power test house. Figure 2 shows a line diagram of this 
test circuit. Three possible test loops are available. 

a) A closed circuit in which the pump draws water from the 
suction tank and discharges back to the tank through an 
electromagnetic flowmeter. In this case, the suction pressure 
at the pump can be altered by varying the suction tank 
pressure by means of a vacuum pump or a pressurizing pump 
connected to the tank. 

b) This again is a closed circuit but does not include the 
suction tank. The pump discharges through the distribution 
manifold and returns to the pump inlet. The inlet pressure can 
be controlled by varying the pressure in the loop by means of 
the pressurizing pump which can be connected to either the 
inlet or discharge side of the loop. 

c) In the third circuit, water can be drawn from the main 
sump by either one or both service pumps and its pressure 
increased, if necessary, by a third pump (booster pump) and 
then supplied to the test pump inlet. The test pump discharges 
through the manifold back to the main sump. 

The flowrate was measured by an electromagnetic 
flowmeter which was calibrated against a weigh bridge 
method of flow measurement, before the tests and rechecked 
at intervals thereafter. Accuracy of flow measurement was 0.4 
percent. 

Inlet and discharge pressures were measured using pressure 
transducers of the unbonded strain'gage type with an accuracy 
of 0.25 percent. 

Temperature readings were taken using a resistance 
thermometer placed downstream of the discharge pressure 
transducer. Temperature was measured to an accuracy of 0.1 
percent. 

Some pumps were driven by a variable speed electric 
dynamometer, while others were driven by a variable speed 
d-c motor. Using a speed control unit the desired pump speed 
could be selected, and then maintained very accurately 
throughout the test, a phonic wheel being used to sense the 
test speed. Torque was measured using a torque tube with an 
accuracy of 0.2 percent. 

Cavitation Inception in a Pump 
In many of the tests both visual and acoustic inception 

could be detected. In most cases of blade cavitation, visual 
and acoustic inception occur at identical cavitation numbers. 
Occasionally, acoustic inception can occur at higher 
cavitation numbers, and this is usually associated with 
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cavitation in the wear rings, on the pressure face, or 
somewhere else in the machine. 

Typical noise (at high frequency) and performance 
characteristics are shown in Fig. 3, for a cavitation test un­
dertaken at a constant flow and speed. The high NPSE (or 
cavitation coefficient) points relate to the pump's best ef­
ficiency at the design point, A. As the suction pressure reduces 
at point B, cavitation inception occurs, often shown by an 
intermittent signal. This point corresponds to the visual in­
ception. As the pressure is further reduced, cavitation and 
noise continue to increase up to a maximum after which, as 
the cavitation becomes more extensive, the noise drops and 
rises again until the point where the performance drops. There 
is strong evidence that the peak noise corresponds to the point 
where erosion danger is most severe. The reason for the drop 
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in noise at pressures below the maximum point, appears to be 
bound up with absorption of sound by the large cavities in this 
region. The noise characteristic shown is for 40 kHz, but 
other frequencies show a similar trend. At low frequencies 
(< 1 kHz) mechanical noise, for instance noise from blade 
and shaft frequencies, is more likely to interfere with the 
measurements. If background and flow noise are too great, 
the level noncavitation portion of the graph will be raised and 
an incorrect inception point measured. 

These studies together with visual examinations show that 
cavitation occurs long before the pump performance is af­
fected. Indeed the common practice of siting it with a factor 
of safety of 2 or 3 on the performance breakdown may well 
bring it to the peak of the noise curve where erosion is most 
likely. Values of breakdown and inception were evaluated for 
a number of centrifugal pumps of various types. These are 
compared in Table 1 on a basis of suction specific speed ratio 
or NPSE ratio. Ratios of between 3 and 20 have been noted 
for typical commercial pumps. The better-designed pumps 
corresponding to the lower ratios are nearer the theoretically 
attainable ratio. However, many commercial pumps have 
higher blade angles than the optimum, usually either to make 
the impellers easier to cast or improve the performance 
aspects. These cases include the pumps where cavitation 
performance is a secondary consideration. The high or low 
ratios are also often not related to the absolute performance 
in terms of cavitation breakdown performance. For per­
formance breakdown, a critical figure of Ks = 2.9 (7200) is 
the average value quoted by the Hydraulic Institute, although 
3.6 or even 4.8 (12,000) are possible. Values in parenthesis are 
in units of r/min, Imp. gal/min and ft/head. 

Cavitation inception point is also affected by flowrate. As 
the flow is reduced, incidence increases and so ab would be 
expected to increase. Recirculation in the suction can however 
affect the local incidence and modify theoretical predictions. 
Figure 4 shows the characteristic much as would be expected. 
At the design point the minimum ab occurs with optimum 
blade incidence; increased ob occurs at lower flows (increased 
incidence) and again at higher flows as the incidence becomes 
negative and pressure side cavitation occurs. If the design 
point incidence is higher than optimum for performance 
reasons, the curve will be displaced to the right. Most com­
mercial pumps are in this category, as shown in Fig. 5, which 
shows the relative values of ab to the best efficiency flow value 
for most of the pumps tested. 

Cavitation Noise in the Pump 
One of the original objectives of the work was to develop a 

technique for determining whether cavitation was occurring in 
the pump and its severity without visual examination or 
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Fig. 6 Correlation of noncavitating octave band spectra 

undertaking a performance test. As has been shown in Fig. 3 
this has been achieved where it is possible to perform a 
cavitation test by varying NPSE. In field or plant tests this is 
rarely possible and the levels and spectra of cavitation noise 
have been studied to attempt to separate it. Firstly, it is 
necessary to identify the noncavitating pump noise. 
Correlation of total noise against specific speed allows the 
overall noise to be determined [1, 2]. Figure 6 shows 
measurements of the pump noise spectra, relative to total 
noise, we have measured on the pumps listed in Table 1. These 
are for noncavitating conditions corresponding to the flat 
portion of Fig. 3. Both amplitude and frequency have been 
multiplied by the ratio of tip width to tip speed and corrected 
for flowrate relative to design condition. The slope of the 
limiting curve shown for the right-hand side of the graph is 
- 6 dB/octave spectral density. 

When cavitation occurs, the high frequency noise increases 
above this limiting line, Fig. 7, with a mean slope of smaller 
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Fig. 4 Effect of flow on acoustic inception 
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Table 1 Comparison of inception and breakdown points for various pumps 

Pump type Specific speed 

Flow 
compared 
toBEP 

% inception 
breakdown 

3% 

K, breakdown NPSE inception 

Ks inception NPSE breakdown (3 %) 
Boiler feed pump 

(diffuser) 

Process pump 
(volute and diffuser) 

Double entry 
(volute) 

Centrifugal with diffuser 
and volute 

Cooling water pump 
1/5 model 

Cooling water pump 
1/8 model 

Cooling water pump 
1/12 model 

Volute pump 

0.57(1440) 

0.31 (780) 

0.96(2395) 

0.55(1372) 

1.35(3370) 

1.35(3370) 

1.35(3370) 

1.0(2495) 

100 

24 
66 

100 
120 

120 
100 

100 
75 

100 
75 
50 

125 
100 
75 
50 

125 
100 
75 
50 

120 
100 
60 

0.48 

0.25 
0.54 
0.7 
0.8 

0.8 
<0.6 

0.8 
0.6 

0.83 
0.60 
0.65 

1.07 
0.99 
0.78 
0.55 

0.72 
0.75 
0.99 
0.876 

1.21 
0.83 
0.76 

3.36 

2.0 
3.33 
2.87 
2.5 

2.1 
2.1 

2.67 
2.41 

3.38 
3.69 
3.40 

2.45 
4.09 
3.44 
2.63 

1.60 
3.25 
4.66 
3.81 

2.47 
1.65 
1.74 

7.0 

8.0 
6.16 
4.1 
3.14 

2.67 
>3.64 

3.34 
4.02 

4.07 
6.16 
5.24 

2.28 
4.12 
4.40 
4.76 

2.22 
4.30 
4.71 
4.35 

2.05 
1.99 
2.28 

13.3 

16.0 
11.3 
6.5 
4.6 

3.7 
>5.6 

5.0 
6.4 

6.5 
11.3 
9.1 

3.0 
6.6 
7.2 
8.0 

2.9 
7.0 
7.9 
7.1 

2.6 
2.5 
3.0 

•Uncertainty in ̂ (inception ±0.01; """Uncertainty in A",, (breakdown) ±0.04 
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Fig. 7 Effect of cavitation on nondimensional spectra 

gradient. Although this correlation seems promising, it is not 
completely reliable as another phenomenon capable of 
generating high frequency noise (such as clearance flows) 
could give misleading results. Also it does not distinguish 
between a well designed quiet pump and a badly designed 
noisy pump. Furthermore, it does not distinguish the source 
of cavitation noise, which could be, for instance, in the wear 
rings or in the diffuser blades. The technique does, however, 
provide a possible method for detecting cavitation. 
Scale Effects on Cavitation Inception and Breakdown 

Speed and size scale effects are of interest for scaling from 
models to prototype. It is usually only possible to perform 
extensive cavitation tests for performance and inception in the 
laboratory because of the facilities required. These results 
have then to be translated into prototype size and speeds. 
These effects have been investigated on three geometrically 
similar model centrifugal cooling water pumps. The pumps 
were 1/12, 1/8 and 1/5 models of the prototype, equivalent to 

eye diameters of 200, 300 and 500 mm (8, 12 and 20 in.). Each 
pump was tested at four speeds (60, 75, 100 and 112 per cent) 
and four flows corresponding to 50, 75, 100 and 125 percent 
of design flow. The largest pump could not be tested at 125 
percent flow as the NPSH available was insufficient. The 
pumps were tested over the range from cavitation inception to 
performance breakdown. The rig used is shown in Fig. 2. 

The results are shown in Fig. 8 on the basis of blade 
cavitation number against Reynolds number for three pumps, 
four speeds and individual flows. The regression fit line is 
shown for each case and the indices of these lines are shown in 
Fig. 9 for both inception and performance breakdown. The 
results have been corrected for slight geometric differences 
between the impeller blades on the different pumps, on a basis 
of incidence where necessary. The different trends of the 125 
percent flow from the others can be explained in that the 
incidence angle is negative ( -1 deg) and pressure side 
cavitation is probably occurring. 
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Table 2 Performance of original and new impeller 

Impeller 

Original 
New (design) 
New (test) 

NPSE 
J/kg 

Acoustic 
inception 

K, 
105 ±1 0.83 ±0.01 
22.5±0.5 2.77±0.05 
110±1 0.84±0.01 

NPSE 
J/kg 

22.5 ±1 
34.3 ±1 

Visual 
inception 

Ks 

2.77 ±0.05 
2.02 ±0.02 

Table 3 Uncertainty estimates for the figures 

Performance 
breakdown 

NPSE 
J/kg 

26±0.5 
12.6±0.5 
13.7±0.5 

Ks 

2.48 ±0.04 
4.27±0.13 
4.01 ±0.11 

Fig. 3 
Fig. 4 
Fig. 5 
Figs. 6&7 
Fig. 8 

Fig. 9 

Ordinate ± 1 dB 
Ordinate ± 4.5 percent 
Ordinate ±1.8 percent 
Ordinate ± 2 dB 
Ordinate ± 4.5 percent (acoustic) 
Ordinate ± 1.7 percent (3 percent loss) 

± 0.24 (125 percent flow) ") 
± 0.12 (100 percent flow) 
± 0.20 (75 percent flow) > acoustic 
± 0.14 (50 percent flow) J 
± 0.17 (125 percent flow) 
± 0.14 (100 percent flow) 
± 0.22 (75 percent flow) 
± 0.10 (50 percent flow) 

3 percent 
head loss 

Abscissa ± 1 J/Kg 
Abscissa ±0.5 percent 
Abscissa ± 0.5 percent 
Abscissa ± 0.15 percent 
Abscissa ± 0.25 percent 

Abscissa ±0.5 percent 

125% FLOW 

• 

• 

• \ v 

• 
• 

75% FLOW 

• • 
• 

1 1 " 1 1 1 

100% FLOW 

ACOUSTIC • y ^ 
j < m 

3% HEAD LOSS 

* " K 

50% FLOW 

• • • 
• • 

i " " . * , 

Re *1D-6 fle-l(r6 

Fig. 8 Variation of inception with Reynolds number 

Theoretical Design and Evaluation 
A commercial pump may have blade angles greater than 

optimum, and hence its inception point higher than 
theoretically possible. For instance, the cooling water pumps 
tested for the scale effect study have inception cavitation 
numbers between 1.4 and 2.5 (and breakdown 0.14). Theory 
would suggest values much lower than this, for instance a 
NACA 65 series symmetrical section can have an inception 
cavitation number as low as 0.25 and possible breakdown 
values of 0.08, at incidences of 3 or 5 deg. As part of a study 
of pumps with improved cavitation inception performance for 
breeder reactors, an attempt was made to produce a pump 
with low values as the theory suggested. The pump chosen was 
a centrifugal volute pump with a specific speed of 1. The new 
impeller was designed with a NACA 65 section blade with 
incidence of 3 deg corresponding to minimum cavitation 

FLOW PERCENTAGE OF SEP, Q8 E P 

Fig. 9 Effect of flow on Reynolds number index 

inception. The inlet diameter was optimized to give minimum 
NPSE or maximum suction specific speed for inception. The 
inlet blade angle was constant at 28 deg across the annulus. 

Table 2 shows a comparison of performance for the 
original impeller and the new impeller. It can be seen that, 
although the breakdown point achieved was near the design, 
there was considerable difference between the test acoustic 
inception point and the design. Visual examination with the 
help of photographs gave an inception value much nearer the 
design. The inference was therefore that cavitation was oc-
curing other than on the suction side of the blade that could be 
seen, and was occurring either on the pressure face or in the 
wear ring clearances. 

Measurements of blade shape showed minor divergences 
from the design blade. Dressing of these to the correct shape 
did not improve matters and this has not been resolved at the 
time of writing. 

It appears therefore that impellers designed to have a very 
good cavitation performance are much more sensitive to 
minor geometric variations or other factors causing cavitation 
in the pump. 
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Conclusions 
Noise measurements particularly at high frequency (>4 

kHz) are a reliable indication of whether cavitation is oc­
curring in the pump. Provided background levels are suf­
ficiently low, it can show the inception point and where 
performance breaks down. Values for typical pump show that 
cavitation is occurring at much higher NPSE than has often 
been supposed. 

Scaling laws on speed and size follow substantially the 
dimensional similarity relationships. There seems to be little 
Reynolds number effect on performance breakdown, but a 
definite increase of ab with Reynolds number for cavitation 
inception. 

Attempts to produce a pump impeller with much improved 
cavitation inception performance in accordance with 
theoretical predictions were not wholly successful, due it is 
thought, to cavitation occurring elsewhere in the pump. 
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Some Experiments With Specific 
Types of Cavitation on Ship 
Propellers 
The influence of the boundary layer and of the nuclei content of the fluid on 
cavitation inception is investigated. Two models of ship propellers, displaying sheet 
cavitation and bubble cavitation respectively, are used. Generation of additional 
nuclei is obtained by electrolysis. It is shown that nuclei are necessary to create sheet 
cavitation when the laminar boundary layer separates. When the boundary layer is 
laminar, however, the absence of sheet cavitation is very persistent and independent 
of the nuclei content. Application of roughness at the leading edge of the propeller 
blades generates sheet cavitation independent of the nuclei content. Bubble 
cavitation is strongly affected by the nuclei content of the water. Roughness at the 
leading edge can indirectly affect bubble cavitation when nuclei are generated by the 
roughness elements. 

Introduction 
The cavitation behavior of ship' propellers is generally 

predicted from model tests using the assumption that the 
cavity pressure is equal to the vapor pressure, while cavitation 
inception takes place at the vapor pressure. Especially with 
respect to the inception pressure on model scale large 
deviations are possible, however, as was recently demon­
strated again by the ITTC Cavitation Committee [1]. In 
practice the extrapolation of cavitation observations on 
model scale therefore requires experience with respect to test 
conditions and interpretation of the observations. This ex­
perience is obtained by comparing predictions from model 
tests with full scale experiences. 

The deviations between the inception pressure and the 
vapor pressure can lead to discrepancies between cavitation 
observations on model scale and full scale, as was illustrated 
in a case study [2] which initiated the present test program. 
After that, three propellers with some specific cavitation 
problems were investigated [3] and the deviations of the in­
ception pressure from the vapor pressure were related with the 
state of the boundary layer and with nuclei in the fluid. 
Electrolysis of the water flowing into the propeller and 
roughness at the leading edge of the propeller blades were 
used to bring the inception pressure on model scale closer to 
the vapor pressure. This concerned mainly sheet cavitation. 
The behavior of bubble cavitation was still unclear. In the 
present paper some results are presented of two propellers 
which are specifically designed to display sheet and bubble 
cavitation respectively, in order to exhibit more clearly the 
phenomena observed in [3] with respect to sheet cavitation, 
and to investigate further the problems encountered with 
bubble cavitation. In general this paper attempts to relate the 
knowledge on cavitation inception, which is mainly obtained 
using headforms and foils, with experiences in propeller 
cavitation. The aim is to improve the testing technique and the 

PROPELLER 

4 BLADES 
0 z 0.340 m 
A E M 0 = 0 .60 
c Q 7 / D * 0.34 
W c 0 7 = 0.033 

Contributed by the Fluids Engineering Division for publication in the 
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Engineering Division, February 11,1980. 

Fig. 1 Geometry of propellers 

simulation of full-scale cavitation. This is especially im­
portant when phenomena caused or affected by cavitation are 
measured on model scale, e.g. radiated noise and induced 
pressure fluctuations. 

Description of the Test Arrangement 
The test program was carried out in the NSMB 

Depressurized Towing Tank because of its low nuclei content, 
which is independent of the test conditions. 

To create different types of cavitation two propellers were 
designed (34 cm dia) which exhibited only one specific type of 
cavitation in a certain range of loading, viz. sheet cavitation 
(propeller S) and bubble cavitation (propeller B). The blade 
contour of both propellers is the same, the differences are in 
the camber and thickness distributions. The particulars of the 
two propellers are given in Fig. 1. 
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The propellers were tested in uniform axial flow. This was 
accomplished by mounting the propeller on a right angle 
drive, which was in turn mounted on a twin hull vessel, as 
shown in Fig. 2. Observation of the cavitating propellers was 
done by a remotely controlled camera mounted in one of the 
hulls. These observations do not give a complete picture of the 
cavity behavior. Only the type and the extent of the cavitation 
at a number of angular blade positions can be observed. 

Electrolysis. To vary the nuclei content of the water, 
electrolysis was applied. A grid with six sets of 0.3 mm dia 
wires was mounted 1.6 m in front of the propeller disk as 
shown in Fig. 2. The lowest wire was at shaft height, so the 
bubbles only affected the upper half of the propeller plane. A 
constant current of 0.4 A/m was maintained during elec­
trolysis in all conditions. 

The nuclei spectrum generated by the electrolysis wires is 
unknown. A preliminary measurement with scattered light 
behind the wires showed that the maximum diameter of the 
nuclei at a distance of 1.5 m behind the wire was of the order 
of 50^m. These measurements were done at a low tank 
pressure (50 mbar). The total volume of gas created by 
electrolysis is proportional with the tank pressure and the tank 
pressure will therefore strongly influence the number and 
probably also the size of the generated nuclei. As an order of 
magnitude it is plausible that the bubbles generated by the 
wires are smaller than 100 ^m in diameter. 

Application of electrolysis might create additional tur­
bulence in the flow, which can affect the boundary layer on 
the propeller. Some checks were made but no difference in the 
paint pattern (see next section) with and without wires could 
be observed. To avoid any confusion all tests were done with 
the electrolysis wires mounted in front of the propeller, also 
when no electrolysis was applied. 

Boundary Layer Visualizations. The boundary layer on the 
propellers was visualized using a paint technique as described 
in reference [3]. The illumination of the fluorescent paint was 
done with U. V. light, which gave a very detailed picture of the 
limiting streamlines on the blades. From the direction of the 
streaks as well as from the thickness, the regions of laminar 
and turbulent flow could easily be distinguished. The U.V. 
illumination was created by a normal flash light, which was 
filtered. Some blue light passed through the filter together 
with the U.V. light, which is advantageous since it made the 
propeller blades visible. Complete suppression of the blue 
light did not improve the quality of the pictures but made 
orientation on the photographs impossible. Printing in black 
and white of the red and blue pictures causes some loss of 
information. 

Roughness. To create a fully turbulent boundary layer on 
the model propeller the leading edge was roughened with 60 
/im carborundum. This was done by gluing the carborundum 
to the foil with very thin varnish over a length of about 1 mm 
from the leading edge on. The carborundum particles have a 
very irregular shape, with sharp edges. 

Test Conditions 
Both propellers were tested at two loadings, corresponding 

with advance ratios of 0.4 and 0.6, where the advance ratio J 

nD 
(1) 

VA = axial velocity of propeller 
n = number of revolutions 

D=diameter of propeller 

The pressure in the tank pt was varied and is expressed in 
the cavitation index based on the rotational tip speed a„: 

£Et_ 
ELECTROLYSIS 
GRID 

- ^ M ^ 

t CAMERA 

Fig. 2(a) 

100 

WIRES $ 0.3 mm 

500 

SIDE VIEW FRONT VIEW 

DIMENSIONS ARE GIVEN IN mm 

Fig. 2(b) 

Fig. 2 Test equipment and electrolysis grid 

Pi-Pv+Pghs 

Vm2D2 

where pt =tank pressure 
pv = vapor pressure 
hs = shaft immersion (always 0.45 m) 
p = specific mass of water 
g = acceleration due to gravity. 

The local pressure on the propeller blades p is expressed as 

p-(pt+pgh) 

(2) 

CP = 
VipV2 (3) 

where Kis the inflow velocity of the propeller section and h is 
the immersion of the blade section which depends on the 
angular blade position; h varies between 0.28 and 0.62 m over 
the propeller disk. 

In order to judge the cavitation danger this pressure 
coefficient has to be compared with the sectional cavitation 
index 

Pt-Pv+Pgh 
VipV2 (4) 

Within the limits of attainable pressure and available engine 
power or maximum carriage speed the propeller revolutions 
can be varied, thus varying the Reynolds number R„ where 

nD2 

R„ = (5) 
v 

where v is the kinematic viscosity. 
Two values of the Reynolds number were used. The lowest 
value was about 1 X 106; the highest was about 1.7 x 106. This 
corresponds with sectional Reynolds numbers at 70 percent of 
the radius of about 0 .84xl0 6 and 1.36X106, when the 
sectional Reynolds number is defined as 
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J 

Fig, 3 Thrust coefficients of propeller S 

CALCULATED 

MEASURED 

Fig. 4 Thrust coefficient of propeller B 

Re = 
Vc 

(6) 

in which c is the chord length. 
The conditions of the test results are given in dimensionless 

parameters, from which the test conditions can be derived 
directly. The temperature of the water in all tests was 10°C. 

Calculations 
For the determination of the inception pressure it is 

necessary to know the pressure distribution on the propellers. 
Calculations were made of the distribution of the propeller 
loading using the lifting surface program as developed by van 
Gent [5]. The pressure distribution is calculated with a 
conformal mapping calculation using an effective profile 
geometry with a camber line derived from the calculated lift 
distribution and with a geometrical thickness distribution. 

A comparison between the calculated and measured thrust 
coefficients can serve as a check of the potential calculations, 
because the effect of viscosity on the thrust is small. In Figs. 3 
and 4 the calculated thrust coefficients are given and com­
pared with measurements. The agreement between measured 
and calculated propeller thrust is good. In these, calculations 
an empirical correction, as used by Van Gent [5], was left out. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
X/c 

PROPELLER S AT J = 0.4 

Fig. 5(a) 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

X/c 

PROPELLER S AT J =0.6 

Fig. 5(b) 

O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
x / c 

PROPELLER B AT J = 0.4 

Fig. 5(c) 

O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

X/c 

PROPELLER B AT J = 0.6 

Fig. 5(d) 

Fig. 5 Calculated pressure distributions 
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Fig. 7 Boundary layer visualization on propeller S at J =0.6

BLADE 4 BLADE 2

Flg.8 Boundary layer vlsusllzatlon on propeller B at J =0.4

Fig. 6 Boundary layer visualization on propeller S at J = 0.4
(Ren = 1.1 x 108)

test at a higher Reynolds number did not display turbulent
streaks. The adverse pressure gradient in this condition,
however, is much smaller than for propeller S, which may
result in a more stable boundary layer.

The boundary layer behavior of propeller B at J = 0.6 is
similar as in Fig. 8. As expected the boundary layer is laminar
at the leading edge since there is a favorable pressure gradient
up to midchord.

The effect of Reynolds number and of propeller loading on
the location of the transition region can be seen from Fig. 8.
The effect is moderate and certainly not sufficient to bring the
transition region close to the leading edge.

Transition calculations were made using the calculated

This empirical correction caused discrepancies between
measurements and calculations [4]. The pressure distributions
thus calculated are given in Fig. 5. Calculations of the laminar
boundary layer using Thwaites' method were made to see if
laminar separation would occur at the leading edge. This was
only found for propeller S at J =0.4. When no laminar
separation was calculated, transition calculations were carried
out using the spatial stability charts of Wazzan et al. [6].
These charts were represented by a suitable approximation for
use in a computer program. The results were compared with
results of boundary layer visualization. This comparison will
be discussed in the next section.

Based on these calculations we expect the following con­
ditions on the propeller models:

1 Propeller S at J = 0.4: a sharply peaked pressure
distribution with laminar boundary layer separation. The type
of cavitation will be sheet cavitation.

2 Propeller S at J = 0.6: a moderately peaked pressure
distribution. The boundary layer remains laminar without
separation in the low pressure region. The type of cavitation
will be sheet cavitation.

3 Propeller B at J = 0.6: a shock-free pressure distribution
with mostly laminar boundary layer flow. The type of
cavitation will be bubble cavitation.

4 Propeller B at J = 0.4: a very flat pressure distribution
with a small peak at the leading edge; mostly laminar
boundary layer flow. Sheet and bubble cavitation will occur
simultaneously.

Boundary Layer Observations
The limiting streamlines on propeller S at J = 0.4 are shown

in Fig. 6. The separated region near the leading edge is clearly
visible and longer in chordwise direction than usual. There is
some difference between both smooth blades, which
illustrates the sensitivity of the boundary layer for the blade
geometry in case of laminar separation. From the
calculations, laminar separation was predicted at the leading
edge from the hub up to r/R = 0.82. The experiments showed
a separation region up to rIR=0.87 and 0.73 for blade 4 and
2 respectively. Near the unloaded tip there are some in­
dications on blade 2 that the boundary layer becomes laminar
again, as is predicted by the calculations. In this region,
however, the radial velocities become important and a two­
dimensional boundary layer calculation is no longer suf­
ficient.

The observations of Fig. 6 refer to a Reynolds number of
about one million. At a higher Reynolds number of about 1.7
million the laminar separation bubble on blade 2 became
shorter in chordwise direction, whereas the radial extent
remained nearly unchanged and showed a similar abrupt end.
On blade 4 at the higher Reynolds number the separation
bubble became too short to be sharply distinguished.

The boundary layer behavior on blade 2 of propeller S at
J = 0.6 is given in Fig. 7. Laminar separation did not occur
which is in agreement with the calculations. From the leading
edge until the midchord region the boundary layer is laminar,
characterized by the outward direction of the streaks. The
change in direction of the streamlines gives the transition
region of the boundary layer. This region is somewhat closer
to the leading edge for the higher Reynolds number, but
turbulent streaks are present at irregular intervals in that case,
originating near the leading edge. Those streaks increased in
number with increasing Reynolds number and are apparently
caused by surface irregularities. This phenomenon can make
the transition region disappear and in that case the "smooth"
propeller actually is fully roughened.

The boundary layer behavior of propeller B at J =0.4 is
shown in Fig. 8. The pressure distribution in this conditi,on is
somewhat like that of propeller S at J = 0.6, but here the paint
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WITHOUT ELECTROLYSIS WITH ELECTROLYSIS

Fig. 9 Calculated exponents of amplification rate at observed
position of transition (r/R = 0.7)
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Fig. 10 Radial distribution of calculated minimum pressure coef·
ficients and cavitation indices on propeller 5 at J = 0.6

pressure distributions. The exponent n of the maximum
amplification factor e" in the observed transition region is
given in Fig. 9. These exponents are much smaller than the
value of 7 to 9 which is normally used as a criterion for
transition. Apparently the streamwise instabilities are not the
immediate cause of transition. Presumably cross-flow in­
stabilities cause transition on a propeller, as is the case on a
rotating disk.

Inception of Sheet Cavitation

Inception of Sheet Cavitation With a Laminar Boundary
Layer (Propeller S at J = 0.6). The calculated minimum
pressure coefficients on propeller S at J =' 0.6 are given in Fig.
10, together with the radial distribution of the sectional
cavitation index a at a certain tank pressure (expressed as all)'
When cavitation inception takes place at the vapor pressure,
the point where cavitation starts is found from Fig. 10 when
a= - Cp (min).

In Fig. 11 propeller S is shown with all =0.92. The
calculated pressure at the leading edge is far below the vapor
pressure (a is smaller than - Cp(min)) and sheet cavitation is
calculated to occur from rlR =0.40 to 0.75. At midchord the
calculated pressure at fiR = 0.6 is close to the vapor pressure,
so a fairly large sheet is expected. On the smooth blade,
however, no cavitation is visible, except for a few streaks.
Electrolysis has no significant effect in this situation,
although a few bubbles are visible. The presence of nuclei in
the propeller inflow follows from the results in Fig. 16, where
a large influence of electrolysis is found in exactly the same
condition. So we may conclude that nuclei had no effect.
These observations are a clear confirmation of the conclusion
of reference [3] that no inception of sheet cavitation occurs
when the boundary layer is laminar, and that electrolysis is
ineffective in such a case. Application of roughness at the
leading edge changes the picture drastically. Sheet cavitation
is found in Fig. 11 between fiR = 0.35 and 0.9, which is
slightly more than calculated. The length of the sheet in

ROUGHENED AT THE LEADING EDGE

Fig. 11 CaVitation observations on propeller S J=0.6 (O'n =0.92,
Ren = 1.1 lC 106)

WITHOUT ELECTROLYSIS WITH ELECTROLYSIS

'SMooTH

ROUGHENED AT THE LEADING EDGE

Fig. 12 Cavitation observations on propeller 5 at J = 0.61 (0'n =0.67,
Ren = 1.7 lC 106)
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ROUGHENED AT THE LEADING EDGE

Fig. 14 Cavitation observations on propeller 5 at J =0.4 (un =1.31,
Ren =1.1)( 106)

WITH ELECTROLYSIS

SMOOTH

WITHOUT ELECTROLYSIS

The Cp -curves for both chord positions are given in Fig. 13.
At inner radii the Cp-curve at 4 percent of the chord has to be
compared with the curve all = 1.3. Near the tip the Cp-curve at
1 percent of the chord has to be used for this comparison.
From this comparison it can be seen that, although the tip is
strongly unloaded, the risk of cavitation is not smaller near
the tip. That the length of the separation bubble affects the
inception pressure is supported by the fact that blade 4, which
had the shortest separation bubble (Fig. 6), showed earlier
inception than blade 2.

From Fig. 14 it can be seen that electrolysis creates in­
ception when there is a laminar separation bubble in the
boundary layer. This was observed only very incidentally in
reference [3], probably because the length of the separation
bubble was much shorter there and the pressure at reat­
tachment was lower. So a low nuclei content may strongly
delay inception of sheet cavitation, but generally this occurs
only when the largest nuclei are very small. Between r/R =0.7
and 0.8 no inception takes place on the smooth blade in Fig.
14 irrespective of electrolysis. Apparently this is related with
the tendency of the boundary layer in this region to remain
laminar.

Roughness eliminates these boundary layer effects and
causes inception irrespective of electrolysis. The chordwise
extent of the cavity of the roughened blade is significantly
larger than on the smooth blade. This may be caused by the
presence of the gap in the sheet. On the smooth blade 4 the
gap was much smaller and the cavity extent was the same as
on the roughened blade 1. It is remarkable that the sheet
cavity in Fig. 14 is not a smooth sheet in the region of laminar
separation, but consists of spot cavities. Probably the large
cavity removes the laminar separation bubble at the leading
edge after inception has occurred.

a
cp

o-t---,--,----,--,----,--,----,r--+
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

r/ R

Fig. 13 Radial distribution of calculated minimum pressure coef·
ficients and cavitation indices on propeller 5 at J = 0.4
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chordwise direction is not very regular, which is suspected to
be caused by the leading edge roughness.

An increase in Reynolds number shifts the transition region
somewhat to the leading edge (Fig. 7), but the boundary layer
in the low pressure region remains laminar. However, tur­
bulent streaks were seen to occur more frequently.

Figure 12 gives the cavitation pattern at this higher
Reynolds number. The cavitation index is as low as possible.
There is an abundant amount of rather large air bubbles in the
flow, both with and without electrolysis. These are generated
by the electrolysis grid in front of the propeller. Some
remarkable things can be seen on the smooth blade of Fig. 12.
There is no cavitation at all without electrolysis. The large
bubbles, although abundant, do not create inception. But
with electrolysis inception does take place. Still the cavitation
which occurs with electrolysis is not a sheet, but conists of
spots, emanating from the leading edge. The assumption that
these cavitating spots are related with the turbulent streaks in
the boundary layer is obvious. The nuclei content of the tank
itself apparently is too low to create inception, even not in the
turbulent spots. Small nuclei do create inception when the
boundary layer is turbulent, but not when the boundary layer
is laminar. Large gas bubbles are ineffective in all cases.

Inception of Sheet Cavitation With Laminar Separation of
the Boundary Layer. (Propeller S at J = 0.4). The calculated
minimum pressure coefficients on propeller S at J = 0.4 are
compared with a radial distribution of the cavitation index in
Fig. 13. In Fig. 6 it was shown that the increased loading
results into a rather long laminar separation bubble in the
boundary layer. The cavitation patterns in this condition at
all = 1.31 are given in Fig. 14. In the region of the long
separation bubble inception only takes place when electrolysis
is applied. Near the tip there is cavitation also without
electrolysis.

Inception in a laminar separation bubble is possibly related
with the pressure in the reattachment region. This region on
blade 2 is located at about 4 percent of the chordlength from
the leading edge. In the tip region, however, the boundary
layer is already reattached at less than 1 percent of the chord.
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Inception of Bubble Cavitation

Inception of Bubble Cavitation With a Shock-Free Inflow.
(Propeller B at J = 0.6). The calculated minimum pressure
coefficients, which now occur at midchord, are given in Fig.
15 for propeller B at J=0.6, together with the radial
distribution of the cavitation index rJ at the tank pressure at
which observations are given.

In Fig. 16 the cavitation patterns are shown in this con­
dition (rJ" = 0.92). The minimum pressure is well below the
vapor pressure. Still no cavitation inception takes place on the
smooth blade. The largest deviations from the vapor pressure
occur at about ,IR = 0.5 and the maximum diameter of an air
bubble which remains stable in this low pressure is 20 JLm. It is
very plausible that no nuclei larger than 20 JLm occurred in the
tank water, so the absence of bubble cavitation can be ex­
plained by a lack of nuclei.

Inception does take place when electrolysis is applied. The
cavities, however, occur closer to the trailing edge than would
be expected from the pressure distribution. The reason
probably is the effect of cavitation on the pressure
distribution.

In reference [3] it was observed that application of
roughness at the leading edge sometimes promoted bubble
cavitation. From Fig. 16 it is clear that this is not the case in
this condition. Only some tip vortex cavitation is caused by
the roughness. It can be concluded that the boundary layer on
the blade does not affect bubble cavitation, since the
boundary layer on the roughened blade is turbulent over the
whole blade, while it is laminar until midchord on the smooth
blade. Still no difference in cavitation pattern can be seen.

Contrary to what is seen in Fig 16, however, roughness
often caused bubble cavitation in the midchord region, even at
higher pressures than in Fig. 16. Closer inspection reveals that
only when the roughness was applied very thinly, the bubble
cavitation was absent. In all other cases the roughness at the
leading edge generated nuclei which in turn caused inception
of bubble cavitation in the midchord region.

In Fig. 17 the conditions are similar as in Fig. 16, but the
Reynolds number was higher. Similar as in Fig. 12 the elec­
trolysis wires are cavitating and generate a large number of
bubbles. It is remarkable that these bubbles do not cause
bubble cavitation, although the pressure on the blades is far
below the vapor pressure. The mechanism causing this is not
clear.

Application of electrolysis was ineffective in the condition
of Fig. 17. As this higher Reynolds number the tank pressure
is also higher. It was systematically found that electrolysis was
ineffective at higher tank pressures and carriage velocities,
and this is attributed to the fact that the bubbles generated by
the electrolysis wires were too small.

In Fig. 17 the roughness at the leading edge does generate
nuclei, and bubble cavitation is found also without elec-

ROUGHENED AT THE LEADING EDGE

Fig. 16 CaVitation observations on propeller B at J=0.6 (C7n =0.92,
Ren =1.1lC10 )

WITHOUT ELECTROLYSIS WITH ELECTROLYSIS

SMOOTH

ROUGHENED AT THE LEADING EDGE

Fig. 17 CaVitation observations on propeller B at J=O.6 (C7n O.91,
Ren =1.7 lC 106)
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Fig. 20 Schematic representation of the boundary layer flow on the
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Fig. 18 Radial distribution of calculated minimum pressure coef·
flclents and cavitation Indices on propeller B at J =0.4

trolysis. The structure of the bubble cavities is different from
that in Fig. 16, which has to be attributed to the number and
size of the nuclei gt;nerated by the roughness elements.

Inception of Sheet and Bubble Cavitation in a Flat Pressure
Distribution. (Propeller B at J = 0.4.) The minimum pressure
coefficients both near midchord and near the leading edge of
p~opeller B at J =0.4 are given in Fig. 18, together with the
radial distribution of a at an = 0.92. A flat pressure
distribution with a small peak near the leading edge gives a
combination of sheet and bubble cavitation, as is shown in
Fig. 19 on the roughened blade. No cavitation at all, however,
occurs on the smooth blade without electrolysis. Electrolysis
generates bubble cavitation, which again is strongest behind
midchord, although bubbles can be seen up to the leading
edge. The bubbles, generated by electrolysis, are not
uniformly distributed over the blade, only two streaks occur
reflecting the layers of bubbles generated by the electrolysis
wires. The boundary layer at the leading edge remains
laminar without separation and electrolysis does not generate
a sheet cavity at the leading edge. The roughness elements on
the roughened blade are in a low-pressure region now and
cavitate, causing a sheet cavity at the leading edge. The
streaky character of the sheet is reflected in the bubble
cavitation. Application of electrolysis has little effect on the
roughened blade, although the spot cavities at the leading
edge in between rlR = 0.6 and 0.7 are somewhat larger. When
in the condition as in Fig. 19 the Reynolds number was in­
creased from 1.06 x 106 to 1.68 X 106 the observations
remained the same. Specifically the sheet at the leading edge
remained absent on the smooth blade, which agrees with the
observation in Fig. 8 that an increase of the Reynolds number
did not remove the laminar boundary layer region at the
leading edge.

Discussion

Sheet Cavitation. The observations in Fig. 19 show how
strongly scale effects on cavitation inception can influence the
cavity pattern, not only near inception, but also with
developed cavitation. The laminar boundary layer near the
leading edge prevents the sheet cavity; the low nuclei content
of the tank water inhibits bubble cavitation; and a blade free
of cavitation may be found instead of a blade covered with
both types of cavitation (Fig. 19).

The absence of sheet cavitation when the boundary layer is
laminar is very persistent. The gap in the sheet cavity on blade
2 of Fig. 14 with electrolysis remained up to the lowest
cavitation indices which could be obtained (an =0.67 at
Ren = 1.7 x 106). This is in agreement with observations on
headforms [7, 8] and on foils [9] that inception occurred near
the separation or reattachment pressure and not at the
location of minimum pressure. However, on headforms it is
generally found that a supply of sufficient nuclei causes
bubble cavitation, originating at the location of minimum

(T

-Cp(min)

0.4

112/Vo1.104, MARCH 1982 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



pressure [7, 10]. Possibly the sharp pressure peak which is 
typical for thin propeller blades, causes "screening" of the 
bubbles, as calculated by Johnson and Hsieh [11], causing in 
turn the bubbles of sufficient size not to arrive at the location 
of the minimum pressure. 

The absence of sheet cavitation when the boundary layer is 
laminar explains why the sheet cavity on model scale often 
extends less far to the hub than when on full scale. 

Generally cavitation tests with model propellers are carried 
out at the highest obtainable Reynolds number to avoid scale 
effects on cavitation. However, it requires extremely high 
Reynolds numbers to bring the transition region to the leading 
edge (Fig. 8). Before this occurs surface irregularities have 
already caused turbulent streaks in the laminar boundary 
layer region, as in Fig. 7, and with increasing Reynolds 
number those streaks, corresponding with cavitating spots in 
the cavitating condition, eventually remove the laminar 
region. In that case the "smooth"' propeller blades are ef­
fectively roughened. 

Because propeller blades are generally thin, while the 
propeller loading is concentrated near the tip for reasons of 
efficiency, laminar separation regularly occurs at outer radii 
on model scale. The character of the boundary layer on the 
suction side of the blades is then as sketched in Fig. 20. Sheet 
cavitation will occur in the cavitating condition from the tip 
until point B. The location of the "critical" or separation 
radius BC determines the radial extent of the sheet cavity and 
this extent is independent of the Reynolds number, but very 
sensitive to the propeller loading [3]. Only a very low nuclei 
content can inhibit sheet cavitation when laminar separation 
occurs, and this is a phenomenon typical for facilities with a 
very low nuclei content [12, 13]. 

Application of roughness at the leading edge is effective 
when the boundary layer is laminar, probably by causing low 
pressures locally in the boundary layer similar as in the case of 
laminar separation with reattachment. This is of course, at the 
risk of causing premature inception, because the roughness 
elements are located in the minimum pressure region where 
the danger of premature inception is very large [14]. Some 
preliminary tests near inception indicate, however, that this 
effect is restricted to very small cavities on the roughness and 
for many applications this drawback is much smaller than the 
scale effect due to laminar boundary layer flow. If the precise 
inception condition of a roughened propeller has any meaning 
is doubtful, however, and this should be investigated further. 
Also the possible effect of roughness on the cavity length (Fig. 
14) requires further investigation. 

Bubble Cavitation. Although the water in the tank is 
heavily supersaturated (200-500% in depressurized con­
ditions) the nuclei content is very low and bubble cavitation is 
inhibited. Generation of additional nuclei is necessary and 
electrolysis can provide the required nuclei, although only at 
low tank pressures. So the maximum bubble size of the gas 
bubbles generated by electrolysis wires has to be investigated 
further. Specifically the maximum bubble size at higher 
velocities is unknown. Electrolysis has been investigated 
mainly at lower velocities (e.g. [15]) with the application of 
flow visualization in mind. 

The observation in Fig. 17, where large bubbles in the fluid 
did not generate bubble cavitation while small bubbles from 
the roughness elements did, is not yet understood. It looks like 
bubble screening takes place, similar as with sheet cavitation, 
but with the minimum pressure in the midchord region, 
screening is not expected. 

In many cases roughness at the leading edge can replace 
electrolysis and generate the required nuclei. The amount of 
nuclei generated by roughness elements, is larger than the 
amount generated by electrolysis, e.g. in the condition of Fig. 
19, resulting in a different structure of the bubble cavitation. 

The effect of this structure (e.g. of the maximum cavity size 
and of the number of bubble cavities) on the production of 
noise still has to be investigated. When radiated noise has to 
be measured electrolysis wires are unsuitable because they 
generate much noise themselves. In that case application of 
leading edge roughness can be equally effective, although the 
effect of roughness height, roughness Reynolds number, and 
saturation rate of the water on the generation of nuclei 
remains to be investigated. 

Experimental Accuracy. During the present investigations 
differences in cavitation behavior were observed between 
various blades, especially when laminar separation occurred 
near the leading edge. The reproduceability of the cavitation 
pattern on each blade, however, was very good. Possible 
unsteadiness of the cavitation pattern could be detected 
because at least three pictures were always taken during one 
condition. The accuracy of the cavitation index is better than 
0.01. The advance ratio J refers to the carriage velocity and 
has an accuracy of 1 percent. Due to flow disturbances by the 
catamaran the actual inflow velocity may vary up to 3 percent 
from the carriage velocity. 

Conclusions 
The results of the test program up to now can be sum­

marized as follows. 
9 No cavitation inception of sheet cavitation takes place 

when the boundary layer is laminar. The creation of 
additional nuclei by means of electrolysis is ineffective in 
this case. 

• Inception of sheet cavitation when the boundary layer 
shows laminar separation may be prohibited by a low 
nuclei content. The inception pressure shows a 
relationship with the length of the separation bubble. 
Electrolysis effectively increases the inception pressure in 
this case. 

8 Application of roughness at the leading edge causes 
inception of sheet cavitation, although the inception 
pressure has to be determined more accurately. Addition 
of nuclei does not affect the cavitation in this case. 

• Inception of bubble cavitation is independent of the 
propeller boundary layer, but strongly dependent on 
electrolysis. 

• Application of roughness at the leading edge can affect 
inception of bubble cavitation since apparently nuclei are 
generated by the roughness elements. The height of the 
roughness elements relative to the boundary layer 
thickness is important. 

9 The hypothesis that screening of bubbles takes place is 
strengthened by the observations that large bubbles are 
unable to create inception. This holds for sheet as well as 
for bubble cavitation. 

9 With increasing Reynolds number turbulent spots appear 
in the boundary layer. An increase in the number of these 
spots will give the impression that the transition region 
approaches the leading edge. The transition region of the 
undisturbed flow, however, remains far from the leading 
edge up to very high Reynolds numbers. 
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The Onset of Bubble-Ring 
Cavitation on Hemispherical 
Headforms 
An approximate theory is developed to predict the onset of cavitation on 
hemispherical headforms for Reynolds numbers at which laminar separation is 
known to occur. Insofar as it is possible, the theory is based upon first principles. 
Fairly good agreement is obtained between the cavitation desinence trends recently 
measured by Holl and Carroll and the present theory. It is also found that the onset 
cavitation number should be less than the magnitude of the pressure coefficient at 
the laminar separation point and that the cavitation number increases with free-
stream velocity. As long as there is an appreciable concentration of dissolved air in 
the water, it is also found, in agreement with experiment, that the onset of bubble-
ring cavitation is practically independent of air content. Moreover, the observed 
occurrence of a lowest speed for "bubble-ring" cavitation, which is the only 
cavitation form considered here, and the range of "cutoff" speeds predicted by the 
present asymptotic theory show very encouraging agreement. The present theory 
suggests that this cutoff speed and its accompanying cutoff cavitation number can 
also depend on the temperature of the water, provided that the initial size attributed 
to a "typical" spherical free-stream air bubble nucleus also varies with the tem­
perature. At 80° F (26.6°C) it is estimated that the typical nucleus from which 
bubble-ring cavitation originates has a radius of about seven ion. At higher tem­
peratures the nucleus radius decreases from this value while at lower temperatures 
the initial radius exceeds the value noted. 

Introduction 
In the following we estimate from first principles the onset 

of cavitation on an axially symmetric body consisting of a 
hemispherical nose attached to an after body which is a right 
circular cylinder of diameter equal to that of the hemisphere. 
It has been shown [1,2] that the flow about hemispherical 
bodies, downstream of the minimum pressure point, will have 
a laminar separation bubble which is calculated to be present 
up to Reynolds numbers, based on body diameter, D, of 
about five and one half million [1,3]. The free-stream velocity 
(K0) is aligned with the body axis. The static pressure at 
upstream infinity is p0, and the liquid density is p. The flow 
configuration is illustrated schematically in Fig. 1. The form 
of cavitation onset under study here is called bubble-ring 
cavitation [3] and photographs of this form are given in Fig. 
2A of reference [3] or Fig. 2 of reference [4]. 

A concise review of a number of previous investigations 
which are similar to this one has been given by Holl [5]. Here 
it seems sufficient to note that all features of the non-
cavitating flow, which may have a decisive influence on in­
ception, were not as well known when those earlier studies 
were carried out as they are today. Therefore, previous 
theories for cavitation inception on bodies, which are now 
known to exhibit laminar separation, show at best only 
qualitative agreement with experiment. Based upon the 
present more complete knowledge of the physical events 

-P-^ 
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Fig. 1 Schematic diagram of flow about a hemispherical headform 
when laminar separation is present 

which have been observed in the rather special flows of 
present interest, reference [4] studies those features which 
seem to be most important with respect to the onset of 
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cavitation and defines a likely criterion for inception which 
excludes the role of large pressure fluctuations in the reat­
tachment region of the laminar bubble. It appears that both 
air diffusion and vaporous growth of cavitation nuclei are 
important processes contributing to the onset of cavitation 
observed in the reattachment region. The conditions which are 
responsible for the initiation of air diffusion into the 
cavitation bubble from the surrounding water when the 
microbubble is in the laminar separation zone have been 
analyzed in reference [6]. From these studies it appears that 
now we need to consider only those events associated with 
vaporous bubble growth in order to formulate a theory for the 
onset of bubble ring cavitation. Once the vaporous 
microbubble comes to rest in the laminar separation bubble 
and significant gaseous growth starts, subsequent events 
leading to the appearance of bubble-ring cavitation in the 
reattachment region are automatic [4]. 

Formulation of the Dynamics Problem 
Briefly, the criterion from reference [4] for inception 

centers upon the vaporous growth of a typical free-stream 
cavitation nucleus of "effective" radius or "size" R0 to a 
maximum radius, R,„. The value of R,„ depends either upon 
the critical radius for the initiation of sustained air diffusion 
after the vaporous growth phase is past and the cavitation 
bubble is fixed at a definite location in the laminar separation 
bubble, or upon the height of the laminar bubble which limits 
the greatest radius for vaporous or gaseous growth if bubble-
ring cavitation is to be present. 

Introducing the dimensionless radius, 

r = R(t)/R0, 

we can write the criterion for the onset of bubble-ring 
cavitation as 

( 7 - 0 ) - ' </-„,<55.5 0£>/(floRe0-79), (1) 

where the left-hand side of (1) gives the lower limit of r„, if 

DIMENSIONLESS ARC LENGTH, s = S/D 

.6 .7 

Fig. 2 Measured pressure coefficients and parabolic approximations 
for a 2-in.-dia (0.0508 m) hemispherical headform 

gaseous growth is to be possible [6] and the right-hand side is 
related to experimental data on laminar bubble heights from 
references [7-9] which are approximated by an analytical 
expression as shown in [6]. In criterion (1) the various terms 
are 

y=pa/(2a/R0), 

P=(K+CPs)/Ca, 

(2) 

(3) 
and 

Ca=4o/(pR0V0
2). (4) 

The free parameter 8 is the ratio 2R„, IH, where H is the 
laminar bubble height. The range of 8 is 0.5 < 8 < 1.0. 
Moreover, Re is the Reynolds number based on D. In (2)pa is 
the partial pressure of air in the nucleus of size R0, and a is the 

N o m e n c l a t u r e 

b = magnitude of the minimum pressure coef­
ficient on the headform, b = — Cp . 

Cp* = measured pressure coefficient at an arbitrary 
upstream point on the body used for fitting 
approximating functions 

Cp = pressure coefficient = (p — Pa)/-pV0
2 

Cp = static pressure coefficient in laminar 

separation bubble, (ps = p0) I -pV0
2 

Z„ . = minimum static pressure coefficient on 

headform, (pmin = p0)/-pVo
2 

pressure coefficient at the point Sj on the body 
ratio of characteristic surface tension pressure 
to dynamic pressure, = 4a/ (R0pV0

2) 
D = diameter of the water tunnel model 

/ ( / ) = when laboratory time is used 

= \Po - P(t))/\pV,2 = -Cp(t) 

f\{s)\ = parabolic approximations to the experimental 
fi ( s ) / pressure distribution on the headform 

/2(T) = an approximating function for the pressure 
distributions on the headform when dirrien-

C„ 

sionless arc length has been transformed to 
dimensionless bubble time 

F(T) = dimensionless forcing function experienced by 
a cavitation bubble, = - [(K + / ( r ) ) ] /C„ 

Fa ( T) = dimensionless forcing function for the step-
wise-autonomous approximation for 
cavitation bubble growth 

H = maximum height of the laminar separation 
bubble 

K = cavitation number = (p0 — pv)/ -zpV0
2 

Kc = "critical" cavitation number 
Kco = cutoff cavitation number 

n = surface tension parameter which governs the 
slope of the linearly increasing part of the 
surface tension law S(r,a) 

p = static pressure at any point in the flow 
pa = partial pressure of air in the free-stream 

nucleus at the measured dissolved air con­
centration 

p0 = static pressure at upstream infinity 
pv = pressure of the vapor inside the cavitation 

bubble 
ps = static pressure of the liquid in the separation 

bubble 
p(t) = external static pressure as a function of 

laboratory time 
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coefficient of surface tension. In (3) the cavitation number K 
is given by 

K=(p0-p„)/l-pV0
2 (5) 

and Cp is the pressure coefficient at laminar separation, 

CPS = (PS-P„)/-PV0
2, (6) 

whereps is the static pressure at laminar separation. 
The criterion (1) states two facts. The first is that the 

vaporous growth phase of a typical nucleus will end when the 
cavitation bubble reaches its maximum radius. The second is 
that the radius R,„ must be large enough to ensure gaseous 
growth once the microbubble comes to rest in the laminar 
separation zone and this maximum diameter cannot exceed 
the laminar bubble height. If these restrictions are satisfied, 
bubble-ring cavitation will definitely occur. 

The time available for the nucleus to undergo vaporous 
growth from r = 1 to r = r,„ is limited by the extent of the 
region of favorable pressure on the body and by the position 
of the laminar bubble. The maximum time for vaporous 
growth, /„,, is measured from the instant that K + Cp = 0, 
where Cp is the pressure coefficient at any point on the body 
as defined in the Nomenclature above. 

At the instant that t = 0, it is convenient to assme that 

and 
r(0)=l 

r(0) = 0. 
(7) 

The growth of the cavitation bubble from this initial state to 
the value rm takes place in the interval, 0 < / < /„,, and the 
microbubble arrives in the laminar separation zone at the 
instant f(r,„) = /,„ . 

Therefore, the flow conditions leading to the onset of 
bubble-ring cavitation depend upon the equation of motion 
[10] for vaporous growth of a "typical" nucleus in the in­
terval (0, /,„). In dimensionless variables the equation of 
motion for an isothermal cavitation bubble can be written as 

cP-r 

2 V dT ) r3 

y S(r,n) K+/{T) 

C„ 
, (8) 

where the dimensionless "bubble time", r, is related to 
laboratory or "real time", t, by means of 

T=(2a/pR0)
i/2t/R„ (9) 

The function S(r, ri) is the "surface tension law" for an ideal 
Harvey nucleus [6] which is defined by1 

S(r,n) = 

r-l 
, \<r<n, 

\_ 1 , «</•. 
(10) 

The quantity n is a free parameter which is defined by the 
radius, R = nR0, at which the surface energy of the nucleus 
reaches its full value of a. Note that at r = 1 (R = R0) the 
surface energy of the nucleus, So, is zero and the nucleus is 
stable in the sense that it will not dissolve under the action of 
surface tension. Also, when n = 1 the nucleus is a spherical 
bubble of radius R0 so that equation (10) includes this im­
portant case as well as the ideal Harvey nucleus. Returning to 
equation (8) we observe that the quant i ty / (T) is a dimen­
sionless pressure coefficient defined by 

p(r)=P0 + \pVa
2f(T) (11) 

and the term 

-iK+J(r)VCa=F(T) (12) 

is a forcing function which causes the vapor bubble to grow 
from r = 1 to r = rm during the time T,„ . 

This approximate model for a stable nucleus was first proposed in reference 
[15]. It is discussed again in references [11], [6], and [4]. Physically it is a device 
designed to allow for the existence of nuclei which do not dissolve but the value 
of n is a matter for speculation. In Carroll's experiments [3] the nuclei were 
probably spherical air bubbles and so n = 1 should be used even though such 
nuclei are not stable. 

Nomenclature (cont.) 

r = dimensionless radius = R/R0 

rc = critical dimensionless bubble radius 
r,„ = maximum dimensionless bubble radius 
r0 = value of dimensionless radius when r = r0 + 

rt = larger critical dimensionless radius 
rs = smaller critical dimensionless radius 
R = bubble radius 

Re = Reynolds number based on body diameter 
Rm = maximum bubble radius 
R0 = "radius" of typical nucleus 

s = dimensionless arc length along the body 
surface = S/D 

0 ' ' ' = particular points on the body 
s2> s3 

s* = dimensionless arc length at a point upstream of 
the minimum pressure point where Cp = Cp * 

S = arc length along surface of headform 
S(r,n) = surface tension law 

/ = laboratory or "real" time 
/,„ = time available for vaporous growth 

v = dimensionless bubble-wall velocity 
v0 = dimensionless bubble-wall velocity when r = 

To + Ta 

v(r0) = dimensionless bubble-wall velocity when r = 
r„ 

v(t) = dimensionless bubble-wall velocity as a func­
tion of dimensionless time 

Vco = cutoff velocity 
V0 = free-stream velocity 

We = Weber number, We = V0l-Ja/(pD) 
a = driving parameter, a = (b — K)/C„ 

as = value of bubble driving parameter at the 
smaller critical radius rs in which case rs = rc 

13 = dimensionless parameter characterizing static 
pressure in laminar separation zone, /3 = (K 
+ CPs)/C„ 

7 = dissolved air content parameter y = 

Pa/(2a/R0) 
6 = ratio of maximum vapor bubble diameter to 

the maximum laminar separation bubble 
height, 6 = 2Rm IH 

p = liquid density 
a = coefficient of surface tension 
T = dimensionless time, tj2a/pR0

3, "bubble time" 
ra = dimensionless lag time 

T,„ = dimensionless time available for vaporous 
bubble growth 

T„ = duration of favorable environment for growth 
in which Fa = a 

ji = dynamic viscosity of liquid 
J = normalized radius, £ = r/Vy 

£„, = value of J when r = r,„ 
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Kinematics of Cavitation Bubble Convection 
Before we can solve the dynamics problem, consisting of 

equations (8) and (7) and which is compatible with the 
criterion (1), it is necessary to provide a rationale which 
permits up to translate the known pressure distribution, 
Cp (s), as given in terms of its dimensionless position 
coordinate, s, along the meridional arc length of the head-
form, into the cavitation bubble forcing function F(r). We 
will assume that the boundary layer is simply a vortex sheet 
which moves with one half of the speed of the inviscid outer 
flow at the position s at the edge of the boundary layer. Since 
the nucleus is in the vortex sheet its speed with respect to the 
body is 

F ( T ) 

b-K 

ds 1 , 

1 = / ' ^ ' 
(13) 

A measured pressure distribution in the neighborhood of 
the maximum pressure point and also near the laminar 
separation point is plotted in Fig 2. The experimental values 
shown are averages of measurements made by J. A. Carroll 
[3]. These points pertain to experiments in which the water 
temperature was 78°F (25.56°C) and the free-stream velocity 
ranged form 20 fps (6.096 m/s) to 60 fps (18.288 m/s). Two 
parabolic approximations of these data are shown in Fig. 2 as 
fx (s) and f2 (s) and they apply in the regions illustrated. 
Moreover, two values of Cp are shown by horizontal lines. 
The higher value, CPs = - 0.613, represents the pressure in a 
fairly short bubble. But since the bubble length varies with 
Reynolds number, Fig. 2 also shows the value Cp = -0.630 
intended to represent the value at laminar separation. This 
value appears to be independent of free-stream velocity as 
long as there is a laminar bubble [3]. Also shown in Fig. 2 is 
the region on the body, below the line Cp (s) < —K, where 
the static pressure is less than the vapor pressure of water. In 
this region we say that the water is in tension. 

We assume that vaporous growth of the cavitation bubble 
ends at the point s3 inside or at the start of the laminar bubble 
and that its subsequent gaseous growth occurs at this fixed 
point. Then the transit time between s0 and s} is set equal to 
tm, the time available for vaporous growth. At t = tm the 
bubble radius will be Rm. Therefore, if we use the parabolic 
approximations/! and / 2 instead of Cp (s) in equation (13), 
we obtain an explicit for tm [11]. 

Equations (13) and the functions/, and/ 2 also provide the 
basic kinematic relationships caused by the translation of the 
cavitation bubble along the surface of the body. They can be 
used to approximate the instantaneous value of static 
pressure, p(r) in the water surrounding the translating bubble 
and this allows us to evaluate the forcing function F(T) as 
defined by equation (12) in terms of the parabolic ap­
proximations fi and f2 [11]. Since we measure T from that 
point when the local static pressure first falls to zero, we have 
F(0) = 0. The schematic diagram of Fig. 3 shows the forcing 
function F(T) in the various intervals defined in Fig. 2. As 
also shown in Fig. 2, we have put b = — Cp Irain. Then in Fig. 
3 we have expressed F( T) at that point which corresponds to 

as C I • 
*~7? ' mm 

a=(b-K)/Ce. (14) 

Further details of the kinematic computations are given in 
reference [11]. 

Dynamics of Vaporous Growth 
The foregoing considerations enable us to proceed with the 

study of solutions of equation (8) which are subject to the 
initial conditions (7). Such studies are certainly not new [5] 
although the present work contains a number of aspects not 
previously considered. Moreover, in past numerical studies2 
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Fig. 3 Schematic diagrams of pressure forcing functions for 
nonautonomous and piecewise-autonomous cavitation bubble 
dynamics 

of equation (8), with the solution being subject to equation (7) 
and in which forcing functions similar to F(T) were used, the 
present author found four classes of solutions. 

In Class 1, a typical bubble undergoes small-scale 
oscillations in which the major part of the motion, if not all of 
it, occurs for values of r < n. 

In Class 2, a bubble motion of Class-1 type is followed by 
another periodic motion involving significantly larger am­
plitudes than the initial oscillation with the maximum radius 
rm considerably larger than n. 

In Class 3, periodic solutions are found but all values of rm 

are large. 
In Class 4, the bubble grows without limit. 
For reasons discussed above, Class-2 and Class-3 solutions 

are of interest here. In spite of extensive studies of the stability 
of nonlinear ordinary differential equations summarized in 
the literature [12-14], we know of no a priori criteria ap­
plicable to equation (8) by which solutions can be classified. 
Therefore, we shall employ certain additional simplifications 
in this study in order to find some approximate conditions 
which will separate the various classes. 

The Piecewise-Autonomous Approximation 
In order to secure some of the simplicity of autonomous 

dynamic systems compared to those defined by differential 
equations depending explicitly on the time, we shall replace 
F(T) as defined above by a sequence of step functions. This 
further simplifications is illustrated schematically by the 
heavy dashed lines in Fig. 3. The amplitude of the final step is 
adjusted so that the value of F is —/3. With these ap­
proximations, the pulsed bubble driving function is now 

Fa{r) = \ 

0 , 0 < r < T a , 

a , Ta<T<Ta+T0, 

•P . Ta+T0<TS:Tm. 

(15) 

Unpublished. 

When using the approximation (15), we apply the initial 
conditions of equation (7) at T = ra instead of at T = 0. When 
the start of the solution is delayed in this way we can consider 
the interval (0, T„) during which r = 1, as a rough way of 
representing Class-2 solutions which contain an initial in­
terval of small amplitude oscillations before oscillations of 
larger amplitude occur. Class-3 solutions would correspond to 
ra = 0. Negative values of T„ are not defined. 

Matching Conditions. The way in which equation (15) of 
the piecewise-autonomous system is used to match the 
parabolic approximation for the forcing function of the non-
autonomous system is illustrated in Fig. 3 and details of the 
procedure are discussed in reference [11]. For present pur-

118/Vol. 104, MARCH 1982 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



poses, we only note that it is not intended that r(r) for 
nonautonomous and piecewise-autonomous representations 
should match at each instant. Only the value of rm is to be the 
same for the two representations. In reference [11] it was 
found that the important matching requirement centers on rm. 
In the matching the value of rm need not be closely controlled 
and the matching procedure proposed above is quite 
satisfactory. Therefore in equation (8) it is reasonable to 
replace the nonautonomous relationship which follows from 
equation (12) by the matched stepwise autonomous forcing 
functions of equation (15). The remaining considerations of 
the theory employ this simplification. 

Limiting Trajectories. We can obtain further guidance 
about what particular type of solution we might expect for 
prescribed values of the governing physical parameters a, /3, 
7, and T0 by using an approach suggested previously in 
reference [15] which is given general consideration in Chapter 
2 of reference [14]. 

It is well known that if one puts v = dr/dr, the left-hand 
side of equation (8) can be written as 

1 d , , 

Therefore, the first integral of the equation of motion (8) can 
be reduced to a quadrature which is an energy integral. The 
left-hand side of this equation is the change in kinetic energy. 
The right-hand side is the work done by the external en­
vironment, the air inside the bubble, and the surface tension 
forces, and we designate this integral by the symbol W(r). As 
long as we maintain a constant value of a in its interval or a 
constant value of /3 in its interval, the formulation adopted 
here allows for no change in the total energy of the system 
during these intervals. 

As the bubble grows, the logarithmic effect of air content in 
the energy integral W(r) will be much smaller than the other 
polynomial terms on the right-hand side of the equation. 
Therefore, in the first interval where Fa = a the work done 
will have a general shape of a cubic in r. In a plot of work 
done against the radius r, one would see a curve which starts 
from W(\) = 0. As r increases W(r) rises to a maximum and 
subsequently descends to an isolated minimum at some 
critical radius, r = rc. It can be shown that the minimum of 
W occurs at a value of rc greater than n as long as T0 — oo, 
corresponding to step function forcing. Since the kinetic 
energy is zero for r = 1 it will be zero again if Wmi„ = 0. The 
fact that rc is a minimum of Censures that the time required 
for the bubble to grow to rc is logarithmically infinite when 
Wmin = 0. Thus, if a and y are chosen so as to make Wmin = 
0, appreciable growth will not occur, although Class-1 
solutions are certainly not ruled out. 

Continuing with step function forcing, we can denote these 
critical values of a and 7, corresponding to r = rc, by ac and 
7C. Moreover, the isolated minimum of W(r) at r — rc 

corresponds tor(r c) = r\rc) = 0 because the bubble is in 
static equilibrium. In the phase plane when v = 0 and r = rc 

the values of a and 7 will have assumed their critical values as 
described above and rc will coincide with a saddle point. The 
trajectory through this point will be a separatrix. 

Critical values of r, a, and 7 follow from the conditions 

W(rc)=0-v(rc)=0 

and 

dW dv 
= 0 - — =0. 

dr rc dr rc 

The two equations resulting from these conditions are 

^ ( r c 3 - l ) + 2 7 l n r c - / v 2
+ ^ ^ = 0 (16) 

and 

acrc
i-rc

2+y=0. (17) 

These equations account for the fact that rc > n as noted 
previously, and they will certainly apply to spherical bubble 
nuclei when n = 1. The fact that these critical conditions will 
be associated with relatively small values of the critical radius 
rc causes us to designate this saddle point coordinate by rs and 
to call it the smaller critical radius. 

Suppose next that a > ac and that r0 has a prescribed finite 
value and that n and 7 are prescribed as before. Then one can 
inquire as to the values of fi and a new value of rc for which 
the time required for growth is infinite. As will be shown 
later, the preceding critical values of rs and ac and the new 
pair of critical values, |3c(a,7) and rc(a,i), put limits on the 
range of physical parameters within which Class-3 solutions 
are to be expected. The second pair of critical values are 
determined from the first integral of the equation of motion 
in much the same way as indicated above. The condition that 
the work function W(r) has vanishing slope at r = rc is the 
same as that given already by equation (17), for which r > n, 
except that now we must replace ac with - |3C. Thus 

7 1 

When/-(T„ + T0) = r0 > n the condition that W(rc) = Ois 

0 = r > o
2 - ^ M r c

3 - r o
3 ) + 2 7 l n - ^ - ( r c

2 - r o
2 ) . (19) 

Equation (19) applies when rc 2 n and v (rc) = 0 . 
It is interesting to note from equation (18) that, depending 

upon the value prescribed for the air content, 7, 0C can be 
negative. In the particular case fic = 0, we have rc = V7. If we 
require that rc > n, then for this case at least, we see that 7 > 
n2. This condition will seldom be satisfied and we expect 
negative values of f$c to be the rule. For example, when 7 = 0, 
j3c = — \/rc. Thus, if a large value of rc is to be expected, it 
will be accompanied by a negative fic of small magnitude. 
Note that /3C has no explicit dependence on n. Finally we 
observe that equation (18) states that the forces across the 
bubble wall are in equilibrium. Therefore we find as expected, 
that the equation governing the flaccid bubble in reference [6] 
and equation (18) are identical. We observe in connection with 
this second set of critical conditions that the affix of the 
saddle point will be at a larger value of rc than in the case of rs 

above. Accordingly we designate this abscissa in the phase-
plane by 77 and call it the larger critical radius. 

Although the time available for vaporous bubble growth is 
very short as measured in the laboratory time scale, when we 
consider the pace of this event in terms of bubble time, T, the 
time available is often quite long. As a consequence, our 
interest will often center on phase-plane trajectories which are 
fairly close to the separatricies analyzed above. Crude 
estimates for T,„, obtained in reference [11] show that the 
bubble time available for vaporous growth can vary widely. 
But the results also suggest that in most situations of practical 
interest, the bubble time available will be very large so that the 
need to distinguish between this large value and rm — 00 may 
no longer be important. 

Classification of Solutions and the Role of Critical Radii. 
The limiting condition between solution classes 3 and 4 
follows from equation (18) which can be expressed in nor­
malized form as 

^ = _ l ( l _ ^ ) , (20) 

where J = rm /V7. In Fig. 4, (3V7 is plotted against J as given 
by equation (20). Since rm > n, £ will generally be found on 
that branch of equation (20) which is to the right of the 
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Fig. 4 The critical curve separating Class-3 and Class-4 solutions for 
vaporous cavitation bubble growth in the matched piecewise-
autonomous approximation 

minimum and K will be such that J3VY will be at a point inside 
the curve. 

On the other hand, once y is selected, the value of the 
smaller critical radius, rs, and the corresponding value of the 
parameter ac is determined once and for all. Useful reference 
values of K = Kr, /3 = ft, and r = rr are defined when 
equation (20) for the larger critical radius is solved for £r and 
when ft = ft corresponding to the cavitation number for the 
smaller critical radius. Then in Fig. 4 we see that the only 
permissible values of rm (or £m) must lie to the left of the 
intersection at £,. between the horizontal line through /3 = ft 
and the curve of equation (20), provided that ft < 0. If ft > 
0 the entire area corresponding to /3 < 0 and to the right of the 
minimum of /SV-y is available for Class-3 solutions. If ft < 0, 
the point (£m .ftV-y) must lie within the wedge-shaped region 
between the horizontal line and the curve if Class-3 solutions 
are to be found. This restriction also limits the range of r,„ to 
be within the interval 

n<rs<rm<rr, (21) 
where rs is the smaller critical radius defined by equations (16) 
and (17). The condition given by the inequality (21) is sup­
plemented by a second inequality, 

n<—a<rm <55.56D/(Re°™R0), (22) 
7-/3 

which follows from the criterion (1). If one compares the 
rough time estimates for reference [11] discussed above with 
those which are obtained from accurate bubble growth times 
in the permissible region of Fig. 4 he finds that there will be a 
range of laboratory situations in which the time available for 
vaporous growth will be attained only on phase-plane 
trajectories which are very near a separatrix [11]. In terms of 
the physical parameters, a, ft and 7 associated with such 
trajectories, the values of these three quantities will be 
practically indistinguishable from those borne by the nearby 
separatrix. Therefore, aside from calculations which match 
the piecewise-autonomous system to the nonautonomous one 
and the determination of the kinematic results which are 
needed to define F(T), the precise value of T or T,„ are of little 
significance in the calculation of incipient cavitation number. 
This will be particulary true for larger test bodies at moderate 
free-stream velocities. Therefore useful approximate in­
ception calculations might be based upon the properties of the 
separatricies only. 

Calculations for Cavitation Inception 
Review of Basic Formulae. All quantities such as p, v, a, 

R0, Cp*, b, Cp , D, s*, s{, s2, and s3 will have been 
prescribed. The dissolved air content and water temperature 
will also be given so that Henry's law can be used to find pa, 

the saturation partial pressure of dissolved air in the water. 
From these data we can calculate the parameters 7 and Ca (see 
equations (2) and (4)). Our aim is to calculate the cavitation 
number, K, or from equations (14) and (3), the values of a 
and ft which amounts to the same thing. The maximum 
radius at the end of vaporous growth, rm, must lie within the 
range prescribed by the conditions (21) and (22) above. For 
the present calculations, we conclude that 

n<r,„ <55.56D/(Re079R0) (23) 
and that the final determination of rm must await other 
considerations which follow. 

Once r,„ is prescribed, we can match the nonautonomous 
and the piecewise-autonomous systems so that we can replace 
the nonautonomous equations with those derived for the 
piecewise-autonomous system. 

The Use of Asymptotic Formulae for Inception 
Calculations. Preceding paragraphs suggest that in the for­
mulation of inception calculations one should recognize two 
possibilities. These are that for a given Reynolds number, 
inception can occur at a fairly low or moderate free-stream 
velocity on a large test body or at a rather high free-stream 
velocity on a small test body. Because asymptotic formulae 
are to be used we note that the present calculations will not 
apply to the second of these possibilities. 

The Cavitation Transition State and Cavitation Cutoff 
Speed. We shall define bubble-ring-cavitation transition to 
exit at that Reynolds number at which the laminar bubble is 
about to disappear. For hemisphere headforms the highest 
Reynolds number at which a laminar bubble might be ob­
served is calculated to be about 5.5 x 106. Since cavitation 
nuclei have some range of radii R0 and experience some 
vaporous growth from R0 prior to becoming stabilized in the 
laminar bubble, it seems likely that bubble-ring cavitation will 
cease and be replaced by other forms of cavitation at 
Reynolds numbers which are somewhat less than the value of 
Reynolds number at which laminar separation disappears in 
the noncavitating flow. Unfortunately, the author knows of 
no observations of incipient or desinent bubble-ring 
cavitation which gives the value of K and other flow 
parameters which define the "cavitation transition state." 

Assuming that values of R0, 6, and n are known, we can 
find approximately the cavitation-transition state as defined 
by the values of K and V0 for bubble-ring inception. The 
calculations required to determine this pair of values are 
straightforward and details about them are given in reference 
[11]. 

The term "cavitation cutoff" is a shorthand way of 
describing the smallest values of free-stream velocity and 
cavitation number at which bubble-ring cavitation can exist. 
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In the experiments of reference [3] it was found that a bubble-
ring cavitation cutoff speed existed at some value of tunnel 
velocity between 30 and 40 fps (9.144 and 12.192 m/s). This 
same cutoff phenomenon has been observed independently by 
research workers in Japan [16]. No systematic experiments 
were carried out at ARL in order to determine the cutoff 
values of tunnel speed and desinent cavitation number. 

As a first step in the cutoff calculation, we offer an in­
terpretation of the experimental findings which can be ex­
pressed in terms of the present theory. One factor may be that 
since the cutoff speed, Vco, is a relatively low speed, the 
cavitation number at this speed, Kco, should be somewhat less 
than that at the inception numbers at higher speeds. 
Moreover, since this speed is a threshold value for bubble-ring 
cavitation, it seems that threshold values of Vco and Kco 

should probably be as low as possible. Consequently, the 
liquid tension will be as large as possible, the largest possible 
amount of vaporous growth will occur and the lowest 
threshold cavitation number, Kco, will be accompanied by the 
largest permissible value of r,„, namely, 

55.56D 

"'" ~ R e ° 7 X • ( 2 4 ) 

The idea here is that for Class-2 or Class-3 trajectories the 
greatest amount of vaporous growth should occur in such a 
way that the maximum radius is limited by the height of the 
laminar bubble. Moreover, since we are dealing with the 
asymptotic theory, the value of r,„ will be a larger critical 
value. 

In reference [11] an iterative calculation method is 
developed for the determination of cutoff speed and 
cavitation number. We have obtained numerical data from 
such calculations for the cutoff values, Vco and Kco, at a 
water temperature of 80°F (26.67"C). Extensive ranges of Ru 

(/tm) and n have been selected for two air contents in order-to 
show the general trends forecast by the analysis as clearly as 
possible. All calculations pertain to Cp. = —0.630 and 6 = 
0.5. 

We have extracted those calculated values which lie in the 
neighborhood of the experimental trends from reference [3] 
and presented them in the carpet plot of Fig. 5. In this plot the 
abscissa is simply the cutoff velocity Vc0. The ordinate is the 
cutoff cavitation number Kco and the change in Kco between 
each ordinate mark is AK = 0.1 as shown. Therefore this 
ordinate has a sliding scale which depends upon the value of n 
chosen for each calculation of the cutoff condition (Vco, Kc0). 
For example, suppose the value of n is 6. Then at the ordinate 
marked 6 in Fig. 5, Kco = 0 . 5 , and at the ordinate marked 5, 
we would have Kco = 0.4 while at the ordinate marked 7, we 
would have Kco = 0.6. The ordinate mark of 6 fixes the scale 
for reading Kc0 values for the curve for n = 6 in Fig. 53 . It is 
necessary to choose this kind of a sliding scale becasue it is 
found from the numerical data that Vco is the primary 
quantity affecting the value of Kco. The values of R0 and n 
affect Kco less directly. Figure 5 also shows that if one knows 
the values of Vco and Kco, he would be able to determine the 
nominal properties of a typical nucleus which leads to the 
observed cutoff in terms of R0 and n. A s a result we can at 
least see from Fig. 5 a limited range of possible nucleus 
properties which needs to be explored. 

Calculations for Prescribed Nucleus and Free-Stream 
Velocities. It now remains to use the asymptotic theory, in 
order to estimate the inception cavitation number for bubble-
ring cavitation when n and R0 are prescribed and V0 lies 
anywhere between the upper and lower bounds defined by the 
cavitation transition and cutoff states. 

Example: For a dissolved air content of 7.5 ppm and nucleus parameters 
n = 5,R0 =3nmFig. 5 gives Vc0 =36.7 fpsand^c0 =9.56. 
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Fig. 5 Cavitation cutoff data for ranges in important physical 
parameter values; calculations for Cp s = - 0.630 and 9 = 0.5 

We start with the case in which the cavitation number for 
the smaller critical value of the cavitation number (as opposed 
to the onset value) exceeds - Cp . Then the asymptotic value 
of K for the onset of bubble-ring cavitation is determined 
from equation (3) and (18). In equation (18) rc = r,„ and rm is 
the limiting value given by equation (24). Having specified 
V0, n, R0, y, and so on, we first calculate rm from equation 
(24). Next we use equations (16) and (17) in order to find ac. 
Given ac, Kc can be found from equation (14) because C„ can 
be calculated at once from the prescribed data of the problem. 
In this case Kc > -Cp . Therefore we can use equation (18) 
in order to find 0. Tnen the cavitation number for onset 
follows from equation (3). These calculations, being rather 
straightforward, permit one to write a rather simple asymp­
totic formula for bubble-ring onset. The result, in terms of 
standard dimensionless factors [17], is 

Re079 ( I R \2 \ 
K--c>.-m^(1-<55iiu>) **")• (25) 

where We = V0l\alpD is the Weber number based on body 
diameter. Because R0 is such a small number it is easily seen 
that equation (25) is essentially independent of air content, y, 
for most applicable experimental situations. Thus, we can 
replace the term in brackets by unity [11]. A comparison of 
data from reference [3] and calculated values of d = 0.5 and 
1.0 is shown in Fig. 6. The agreement between calculated and 
observed results is thought to be quite good, although if we 
were to take 8 > 1.0, the agreement could certainly be im­
proved. 

One can also carry out inception calculations in which the 
horizontal line shown in Fig. 4 replaces the asymptotic 
criterion of equation (18). This calculation can involve Class-2 
solutions rather than just Class-3 solutions and it is found that 
agreement between experiment and theory is very poor [11], 
as had previously been reported in reference [15]. 
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The data on bubble-ring cavitation considered thus far are 
not all of the experimental findings reported by Holl and 
Carroll [3]. They also discovered a temperature dependence 
for bubble-ring desinence. Although the present theory ap­
pears to exhibit the same trend with temperature it was found 
[11] that the calculated results shows much less sensitivity to 
temperature than the experimental trends. In the calculations 
the only temperature sensitive parameters were the Henry's 
law constant, the surface tension, the vapor pressure and the 
kinematic viscosity of water. Evidentally other factors should 
be considered to complete the theory. 

Conclusions 
The theoretical findings of this paper have been obtained by 

means of a simplified "asymptotic theory" which shows very 
encouraging agreement with the experimental data reported 
by Holl and Carroll [3]. Evidentally the asymptotic theory 
introduces small error for many situations of practical interest 
although there is certainly room for improvement in this 
simplified analysis. 

One finding of the theory is that the caviation number at 
desinence or inception is less than the magnitude of the 
pressure coefficient at the lamainar separation point. 

As discovered by Holl and Carroll [3], and also reported by 
Kodama [16], there is a cavitation-cutoff speed which defines 
a free-stream velocity below which bubble-ring cavitation is 
not observed although other forms may be present. It is now 
found both experimentally and theoretically that the cutoff 
phenomenon exists and that it is sensitive to the temperature 
of the water. 

In addition, the theory suggests that there is also a high­
speed limit on bubble-ring cavitation which is associated with 
the Reynolds number at which the laminar separation bubble 
starts to disappear. It has been possible to estimate values of 
the free-stream velocity and cavitation number for this 
"cavitation-transition" limit. No experimental data are 
presently available for comparison with the analytical results. 

Both theory and experiment show cavitation number versus 
free-stream velocity trends which are almost independent of 
dissolved air content as long as there is appreciable dissolved 
air in the water. It has also been found that the best analytical 
results are found when the parameter n = 1, corresponding to 
a spherical air bubble nucleus of 7 /tm initial radius. However, 
using the cutoff velocity to match theory and experiment and 
comparing analytical values for various n, one finds dif­
ferences in predicted cavitation numbers in the third, and 
occasionally in the second, decimal place. The chief trend 
seems to be that as the value of n increases, the nucleus size R0 
decreases and the value of incipient cavitation number at a 
prescribed velocity shows only minor variation. 
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D I S C U S S I O N 

F. G. Hammitt1 

Dr. Parkin is to be highly commended for this most logical 
and straightforward analysis of the highly complex problem 
of bubble-ring cavitation inception on hemispherical head-
forms over the range of Reynolds numbers at which laminar 
separation is known to occur. The overall problem treated is 
highly complex, involving several stages of bubble behavior, 
including initial inception from nuclei, vaporous growth, and 
then gas diffusion effects. It is then necessary to use several 
approximations and an asymptotic solution in part. In spite of 
the various approximations, the comparison with ex­
perimental measurements is good, so that presumably the 
approximate solution can be applied with reasonable con­
fidence to other related and similar cavitating flow regimes. 
The paper involves one of the few relatively comprehensive 
applications of which I am aware of the general Rayleigh-
Plesset spherical bubble dynamics equation for other than 
simple bubble collapse. The approximations used are such 
that the required computer time for the analysis is not ex­
cessive, and therefore the approximate solution is such as to 
be of large practical importance. 

I would like to urge further solutions of such basically 
highly complex cavitation flow problems in a similar manner, 
so that the wealth of experimental measurements available 
can be further generalized and understood. Again, my 
congratulations to Dr. Parkin for his considerable persistence 
in working out in detail this highly complex problem. 

Author's Closure 

The author thanks Professor Hammitt for his expressions 
of interest in the present work. He also wishes to second 
Professor Hammitt's suggestion that investigators make 
further attempts to estimate cavitation inception from the 
equations of bubble dynamics combined with those which 
model the basic fluid mechanics for other flows besides the 

Professor, Mechanical Engineering Department, University of Michigan, 
Ann Arbor, Mich. 48109 

one studied here. Nevertheless, the author still believes that 
although some progress has been made in the present study of 
one special flow, there are still some aspects of this research 
which could benefit from further study. 

One of these is the need to relate the vaporous growth phase 
more realistically to the initial conditions a typical nucleus 
might experience and to model more closely the kinematics of 
the traveling vaporous microbubble in the boundary layer. A 
second need is to replace the present crude matching ap­
proximation used in the bubble growth calculations with a 
treatment which is more precise. These refinements might 
then lead to improved agreement between theory and ex­
periment. Of course, additional comprehensive measurements 
of the kind undertaken by Holl and Carroll [3] but which 
concentrate on cavitation cut-off and cavitation transition on 
hemispherical headforms, could be decisive for testing the 
analytical refinements advocated above. 

Finally, it seems useful to suggest possible reasons why the 
present approximate theory seems to work as well as it does. 
Perhaps the most important reason is the theory assumes that 
if the vaporous microbubble becomes fixed in the laminar 
separation zone on the body, further vaporous growth to its 
maximum radius occurs under conditions in which the 
dynamical system is autonomous. It appears, therefore, for 
this later part of vaporous growth, that the assumptions of the 
analysis closely match the actual physical situation. Because 
of this circumstance, the determination of flow paramters 
asssociated with the separatrix through the saddle point in the 
phase plans permits one to obtain an estimate for inception 
conditions which is not too sensitive to the approximations 
employed during the time that the microbubble travels in the 
boundary layer and the system is certainly not autonomous. 
This insensitivity is due to the fact for flow states near the 
separatrix, the total time available for vaporous growth can 
undergo large variations with almost no effect on the values 
of the basic flow parameters which control vapor bubble 
growth rates and consequently, the cavitation number at 
inception. If tests are performed on small hemispherical 
models at high speed, this fortuitous situation might not exist 
(and it certainly will not hold in different flows in which the 
dynamical system is never autonomous). Even for the present 
special flow, we have not established the lower limits of the 
asymptotic theory in this respect. 
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Optimum Strut-Configuration for Down­
stream Annular Diffusers With Variable 
Swirling Inlet Flow1 

T. Kubota.2 Regarding the results in Fig. 6, it is shown 
that the struts are stalled when 7 = 10 deg for two struts and 
7 = 5 deg for four struts. To achieve the maximum pressure 
recovery of a diffuser with struts, the stagger angle should be 
selected close to the angle of stall limit. Therefore, the 
discusser would like to ask the authors whether the stall limit 
is predictable or not, providing that the velocity distribution 
of swirling inlet flow is prescribed. 

Authors' Closure 

The interest that Mr. Kubota has shown in our work is 
appreciated. Before replying to his discussion, we must 
apologize that there are some simple mistakes in our paper. 
That is, Fig. 3 should be replaced by Fig. A-1. The values of 
solidity in the text l/t = 0.228 and 0.455 should be replaced by 
0.271 and 0.542, respectively. However, the conclusions are 
not affected by these errors. 

Since the separation of boundary layer on a blade causes 
the blade stalling, the prediction of stalling of struts should be 
made at the blade section where the adverse pressure gradient 
along the blade surface is the most severe. In this sense, 
estimation of blade loading at the blade section corre­
sponding to the root mean square radius, shown in Table 2, is 
not appropriate to examine the stall limit. Since the cir­
cumferential component of velocity is the largest near the hub 
wall, as shown in Fig. 5, radius ratio R/R0 =0.5 is selected as 
the section to evaluate the stall limit. For various stagger 
angles of struts corresponding to Fig. 6, the lift coefficient of 
the blade and the angle of swirl flow downstream of the 
cascade at that section are estimated using a two-dimensional 
cascade theory. At the hub section, the solidity is considerably 

Table A-1 Lift coefficient CL of struts and downstream flow 
angle 02 based on two-dimensional performance curves in Fig. 
A-1 with cascade correction. Swirl flow angle upstream of 
struts is 0, = 34 deg at R/R0 =0.5. 
stagger angle of struts 7 (deg) 4 10 15 20 

1 . 6 -

two C-struts 
/ / t = 0 
(R/R0 = 0.5) 

four C-struts 
/ / / = 0 
(R/R0 = 0.5) 

4 1 1 

8 2 1 

62 (deg) 

CL 

82 (deg) 

CL 

5.7 

1.16 

17.2 

1.29 

10.8 

0.94 

20.1 

1.04 

15.6 

0.71 

23.2 

0.76 

20.6 

0.50 

By Y. Senoo, N. Kawaguchi, T. Kojima, and M. Nishi, published in the 
June, 1981, issue of the ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 103, No. 

2, pp. 294-298. 
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Fig. A-1 Two-dimensional performance of airfoils [7] 

larger than that at the root mean square radius, and as a result 
cascade correction is required. Weinig's cascade correction is 
applied to the single airfoil data in Fig. A-1, and it is assumed 
that the relationship between e = CD/CL and CL for the 
cascade is identical to that of single airfoil. 

For the case of 8m[ =26 deg in Fig. 6, the inlet flow angle 
near the hub is 34 deg. The results of calculation are presented 
in Table A-1, which replaces Table 2. According to the ex­
perimental data in Fig. 6, the struts stall at 7 = 4 deg for the 
case of four struts and at 7 = 10 deg for the case of two struts. 
The lift coefficients for these stall limits are 1.16 and 1.29, 
respectively. These critical lift coefficients are a little less than 
those of single airfoil in two-dimensional flow. The difference 
is probably due to the cascade effect and the three-
dimensional effect or accumulation of blade boundary layer 
near the hub. For design purposes, if the design lift coefficient 
is chosen as CL = 1.1 for the sake of safety, the designed 
stagger angles of struts for the two cases are 7 = 5.9 deg and 
7=13.7 deg, respectively. As it is observed in Fig. 6, the 
pressure recovery coefficients Cp at these conditions are 
almost as high as those at the critical condition of stall. 

Initial Region of Subsonic Coaxial Jets of 
High Mean-Velocity Ratio1 

M. K. Swaminathan,2 G. W. Rankin,2 and K. Sridhar.2 

The turbulent mixing of coaxial jets has been a topic of 
continuing interest to many investigators in view of the 
practical importance. The authors' work deserves credit for 

Chief Hydraulic Engineer, Fuji Electric Co. 
Kawasaki, 210, Japan. 

Ltd., Tanabe-Shinden, 

'ByN. W. M. KoandH. Au, published in the June 1981 issue of JOURNAL OF 
FLUIDS ENGINEERING, Vol. 103, No. 6, pp. 335-338. 

2Research Fellow, Assistant Professor and Professor, respectively, 
Department of Mechanical Engineering, University of Windsor, Windsor, 
Ontario, Canada N9B 3P4. 
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Table 3 Configurations and initial conditions of nozzles 

D0 (cm) 
Dj(cm) 
Lip thickness (cm) 
Inner contraction ratio 
Outer contraction ratio 
Area ratio 
£/0(m/s) 
U, (m/s) 
Initial turbulence intensity 

at inner nozzle 
Initial turbulence intensity 

at outer nozzle 

Ko and Au 

4.0 
2.0 
0.1 
8:1 

13:1 
2.73 
50 

20-40 

0.4% 

1.2% 

Champagne and 
Wygnanski [11] 

2.54 

144:1 
100:1 

1.281,2.94 
60 
30 

0.1% 

Fig. 10 Variation of inner core length with mean-velocity ratio. —, 
Abramovich [15]; —, Forstall and Shapiro [1]; A , 0, Champagne and 
Wygnanski [11]; o, Hammersley[6]; i,Kwan[17]; * , present data. 

and Shapiro [1] concern the closed conduit flow. From the 
figure, fairly good correlation of the inner core length with 
the mean-velocity ratio is found. At X"1 less than unity the 
results of Champagne and Wygnanski [11] at the area ratio of 
2.94 seem to be slightly higher than those of the authors while 
the results at the area ratio of 1.28 seem to agree. 

Additional References 
15 Abramovich, N., The Theory of Turbulent Jets, M.I.T. Press, 1963. 
16 Hammersley, R. J., "An Experimental Investigation of the Turbulent 

Characteristics of Coaxial Jet Flows and Their Role in Aerodynamic Noise 
Generation," Ph.D. thesis, University of Illinois, 1974. 

17 Kwan, A. S. H., "Noise Mechanisms in the Initial Region of Coaxial 
Jets," Ph.D. thesis, University of Hong Kong, 1975. 

Combined Simultaneous Flow Visualization 
- Hot-Wire Anemometry for the Study of 
Turbulent Flows' 

P. Freymuth.2 This discusser would like to point out that 
mutual reinforcement of flow visualization techniques and 
hot-wire techniques has been used previously in the context of 
investigation of stability and transition. Brown [Dl] com­
pared flow visualization and hot-wire results to improve the 
accuracy of the frequency determination for the organized 
motion which precedes transition in a boundary layer. 
Freymuth [D2] correlated hot-wire signals with flow 
visualization signatures for determining the various regions of 

transition in a free shear layer. Thus, the utilization of several 
measurement techniques for improved information flow in 
experimental fluid mechanics has some precedence. The use 
of this technique by Professor Falco for the investigation of 
topics of current interest is encouraging, and, hopefully, it 
will be used even more frequently in the future. 

Additional References 
Dl Brown, E. N. M., "Boundary Layer Transition," Rep. AD-4059 13 

(TISTPUW), Notre Dame University, Indiana, May 1963. 
D2 Freymuth, P., "On Transition in a Separated Laminar Boundary 

Layer," J. FluidMech., Vol. 25, 1966, pp. 683-704. 

IA Four Hole Pressure Probe for Fluid Flow 
I Measurements in Three Dimensions1 

M. W. McBride.2 The velocity vector measuring probe 
developed by I. C. Shepherd represents a technique which 
should find a wind range of application. The four-hole probe 
has advantages over five-hole probes in that fewer data are 
required and smaller head volumes are possible. The problems 
associated with the use of these probes should prove to be 
equivalent to those experienced with five-hole probes. 
Comprehensive discussion and examples of Reynolds number 
and near-wall effects may be found in reference [Dl]. The 
effects of high shear rate and turbulence levels are presented 
in reference [D2]. Both references measure flows associated 
with rotating turbomachinery in the relative and absolute 
frames of reference. Comparisons are made with data 
acquired by other means. In the cases cited, the four-hole 
probe would have reduced the data handling and test time 
required. 

Measurements of flow with some axial symmetry could be 
facilitated by use of the four-hole probe. However, the 
technique of using six calibration quadrants seems cum­
bersome and could be replaced by a method which requires 
only a single calibration quadrant. Coefficients based on three 
indicated static minus total pressures will be well behaved and 
may be correlated in either rectangular or spherical-polar 
coordinates. In the later case, the indicated pitch angle is 
nearly constant with circumferential angle, and the method 
requires two sets of calibration curves. These curves are fitted 
with cubic splines and are well behaved. 

The accuracy of the probe and data reduction system 
measuring unknown flows should be documented by direct 
comparison with measurements taken by independent 
methods. The laser doppler velocimeter has been shown to 
produce accurate velocity component measurements and does 
not suffer from probe response time limitations. Both four 
and five-hole probes should be compared to LDV data before 
judgment of absolute accuracy in time dependent flows is 
made. This is especially true when turbulence levels of ten 
percent or higher are present. 

In conclusion, the four-hole probe offers a relatively simple 
method of measuring three dimensional flow fields when 
limitations of use and accuracy are properly taken into ac­
count. 

Additional References 
Dl Treaster, A. L., Youcum, A. M., "The Calibration and Application of 

Five-Hole Probes," Transactions of The Instrument Society of America, Vol. 
18, No. 3, 1979. 

D2 Pierzga, M. J., "Experimental Verification of the Streamline Curvature 
Numerical Analysis Method Applied to the Flow Through an Axial Flow Fan," 

By R. E. Falco, published in the June 1980 issue of the ASME JOURNAL OF 
FLUIDS ENGINEERING, Vol. 102, 1980, No. 2, p. 174 

Professor, Department of Aerospace Engineering Sciences, University of 
Colorado, Boulder, Colo. 80309. 

By I. C. Shepherd, published in the December, 1981 issue of the ASME 
JOURNAL OF FLUIDS ENGINEERING, Vol. 103, No. 4, pp. 590-594. 

Research Assistant, Applied Research Laboratory, The Pennsylvania State 
University, State College, PA. 16801. 
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Applied Research Laboratory, The Pennsylvania State University, TM 80-181, 
May 28, 1980. 

Author's Closure 

Mr. McBride's comments are appreciated. Most of the 
points made are accepted, however, the suggestion that the six 
zone convention be replaced by a single zone convention is not 
attractive. 

The six zone convention was adopted because it yields 
smooth, well behaved, yet uniformly sensitive relationships 
between the measured pressure ratios and the parameters 
sought. Single zone correlations could not cover the same 
range of probe orientations without possessing singularities, 
since there is no single pressure difference available as a 
denominator, which does not go to zero somewhere in the 
operating range. 

An attempt was made to fit the entire correlation surfaces 
with splined polynomials, however, better accuracy and speed 
were achieved with a bi-cubic interpolation in the region of 
the operating point. 

(Generation of Oscillating Jets1 

M. F. Platzer2 and W. H. Harch.2 The authors present 
experimental data that will assist in the design of a jet nozzle 
which can produce oscillating jet deflections of large am­
plitude. The nozzle consists of a jet flowing between two 
cylinders which is periodically subjected to lateral injections 
of momentum flux. The authors appear to be unaware of a 
patent by Jacobs and Platzer [1] who suggested that such a 
nozzle be used on airfoil-jet flap combinations for fast acting 
lift control. Simmons and Platzer [2] presented frequency 
response data obtained with such a nozzle and demonstrated 
its usefulness to produce controlled gusts for wind tunnel 
dynamic response studies. Further studies using this nozzle 
were reported by Platzer et al. [3]. However, no systematic 
investigation was conducted to explore the influence of the 
various geometric and dynamic parameters on the turning 
performance. Hence, authors' data provide a valuable base. 
Further information would be desirable on the precise jet 
oscillation characteristics. Fluidic nozzles tend to produce a 
bistable (square wave in time) rather than a sinusoidal jet 
oscillation. Platzer et al. [4] showed that the type of jet un­
steadiness has a substantial effect on its entrainment. Hence a 
series of conditionally sampled measurements taken on a 
cross-section traverse downstream of the nozzle would give a 
better idea of the manner in which this jet is oscillating. 

Additional References 
1 Jacobs, W. F., and Platzer, M. F., "Airfoil Including Fluidically 

Controlled Jet Flap," U. S. Patent No. 3, 669,386, May 1972. 
2 Simmons, J. M., and Platzer, M. F., "Experimental Investigation of 

Incompressible Flow past Airfoils with Oscillating Jet Flaps," J. Aircraft, Vol. 
8, No. 8, Aug. 1971, pp. 587-592. 

3 Platzer, M. F., Deal, L. J. Johnson, W. S., "Experimental Investigation 
of Oscillating Jet-Flow Effects, "Proceedings, Symposium on Unsteady 
Aerodynamics, Eds., R. B. Kinney and W. R. Sears, Vol. I, July 1975, pp. 
393-413. 

4 Platzer, M. F., Simmons, J. M., and Bremhorst, K., "Entrainment 
Characteristics of Unsteady Subsonic Jets," AIAA-Journal, Vol. 16, No. 3, 
Mar. 1978, pp. 282-284. 

Authors' Closure 

We thank M. F. Platzer and W. H. Harch for drawing our 
attention to their patent and early work on oscillating jets. 
Despite close similarities there are notable differences between 

By M. Favre-Marinet, G. Binder, and Te. V. Hac, published in the 
December, 1981 issue of the ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 103, 
No. 4, pp. 609-614. 

2Naval Postgraduate School, Annapolis Md. Mr. Harch is on leave from 
Aeronautical Research Laboratories, Melbourne, Australia. 

their nozzle and ours. It seems that in their case the jet 
deflection is mainly produced by the lateral momentum in­
jection whereas here the Coanda effect is the dominant 
mechanism as shown by Figs. 7, 9, and 10. 

The tendency toward a square wave oscillation of the angle 
in time has also been observed but only at frequencies below 
about 10 hz. At higher frequencies the angular oscillations are 
nearly sinusoidal as shown by Fig. 5. For comparisons be­
tween different experiments the physical frequency is certainly 
not the right parameter and some Strouhal number should be 
used but it is not clear which one is the most appropriate. 

We agree entirely with the last comment concerning the 
usefulness and interest of detailed measurements of the 
downstream development of oscillating jets. We have actually 
already performed such measurements. The results on the rate 
of spread of flapping jets have just been published 3 and a 
more detailed account on their structure should be submitted 
for publication shortly. 

I Drag Reducing Polymer in Helicoidal Flow1 

P. Dunn.2 The noteworthy contributions of this paper are: 
(1) identification of a novel flow configuration in which the 
effect of polymer additives possibly could be dissociated from 
those related intrinsically to the three-dimensional nature of 
turbulent flow, (2) measurement of a polymer effect in a 
"screw-cylinder" configuration, and (3) demonstration that 
certain chemicals reduce the polymer effect in this flow 
arrangement. Dr. Kuo and the late Professor Kovasznay are 
to be complimented for this unique approach that adds to the 
understanding of drag reduction by polymers. 

As noted in the paper's discussion, the present experiment 
differs from the "ideal," three-dimensional, laminar-flow 
experiment in two main respects: (1) the magnitude of the 
circumferential velocity in most cases is an order of 
magnitude greater than those of the other two-velocity 
components, and (2) approximately one-half of the data 
gathered was in the turbulent flow regime. Because of these 
constraints, it cannot be determined if there is a significant 
effect by polymer additives in "truly" three-dimensional 
laminar flows. The observed polymer effect in the present 
experiment most likely was the result of the enhanced shearing 
and stretching of the solution in the circumferential direction. 
Future experiments should be guided by the present one and 
focus on obtaining more data with a similar configuration, 
but at lower Taylor numbers (less than 100). 

It also is interesting to note that noticable changes in the 
coefficients a and A of the curve fit of the test data for the 
water-only case occur when the flow enters the turbulent 
regime (between n=1000 and 1500 rpm or correspondingly 
between T = 345 and 518). Similar changes in a and A, 
however, are not evident for the polymer case. This suggests 
that the effect may evidence itself in a more continuous 
fashion as the flow progresses from laminar to transition to 
turbulent flow. To examine this, it may be beneficial to recast 
both sets of data in dimensional form, e. g., torque coefficient 
versus Taylor number, as described in reference [1]. 

Authors' Closure 

Dr. Dunn has rightly pointed out the direction of per­
forming future experiments at lower Taylor number. Lower 
Taylor number tests will be valuable in two respects: (1) 
verification of the effect of polymer additives in a screw-

Binder, G., and Favre-Marinet, M., "Some Characteristics of Pulsating or 

Flapping Jets," Proceedings of the IUTAM Symposium on Unsteady Tur­

bulent Shear Flows, Toulouse, May 5-8, Springer Verlag-1981. 

'By J. T. Kuo and L. S. G. Kovasznay, published in the December, 1981, 
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cylinder system in laminar flow and (2) development of a 
quantitative relationship of polymer effect and strain rate. 

The results in this study as well as those mentioned in Ref. 5 
indicate that the polymer effects will not be observable until 
the polymer solution has reached a certain strain rate (or time 
scale). Thus, in order to produce observable polymer effect, 
the polymer solution strain rate has to be high enough which 
depends on the polymer molecular weight and concentration. 
To measure the polymer effect in a similar screw-cylinder 
configuration at lower Taylor number, the design of a new 
apparatus can be guided by specifying the desired Taylor 
number range and the expected strain rate range. For 
example, according to Fig. 4, the polymer effect can be 
measured perhaps at a rotational speed as low as 300 rpm. 
Using ROJ/O as the scale for the strain rate, at n = 300 rpm, 
Rco/5 is about 400 s ~ ' . Suppose a new apparatus is to be 
designed to run the experiment at a Taylor number range of 
20 and above, the required R and 8 can be determined by 
solving 

and 

T = 20 

- - = 4 0 0 

simultaneously for a desired rotational speed <o. For instance, 
if choosing co = 31.42 rad/sec (300rpm) for water at 20°C, the 
design values of R and 8 would be R = 0.538cm and 6 = 
0.042cm. The average gap width of the new apparatus is less 
than half of the gap width (0.0915cm) shown in Fig. 3. In 
general, narrowing the gap width is most effective in reducing 
the Taylor number. 

Authors' Correction 

In Fig. 1, the thread peak-to-valley depth should be 
0.075cm and the screw diameter should be 1.195cm. 

| Cavitation Inception in Spool Valves1 

A. Lichtarowicz2 

The authors should be congratulated on their interesting 
paper describing methods of detecting cavitation inception in 
spool valves. As pointed out in the paper, it is very dificult to 
establish the exact point of cavitation inception in an actual 
piece of engineering hardware. 

The comparison of the ratio of cavitating to noncavitating 
energy spectra, as used by the authors, seems to be a very 
useful method of detecting cavitation inception, though 
perhaps it is a little cumbersome. 

The writer, from his experiences, fully endorses the 
statement made that in laboratory models the use stethoscope 
gives a very reliable indication of the inception point which 
agrees with the data obtained with much more sophisticated 
electronic equipment. 

Another useful method used by the writer [reference A] is to 
place a small "hydrophone" made from a piezo-electric 
crystal in the vicinity of the emerging jet, but not in its path. 
The change in the output as observed on an oscilloscope 
screen proved to be very reliable method of detecting the 
cavitation inception, especially as cavitation initially occurred 
in bursts. 

Figure 1 shows results extracted from Pearce [B]. They 
relate to the cavitation inception for a sharp edge orifice plate 
(similar to that used for flow measurement). The orifice 
diameter was 2.5 mm and the test fluid was aviation kerosene. 
Each point was obtained by holding the downstream pressure 
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Fig. 1 Cavitation index-Reynolds number variation for shape edge 
orifice plate 

constant and increasing the upstream pressure till the 
cavitation was well established. The results are similar to the 
author's Fig. 22. Two additional points were obtained with 
reduced air content in the test liquid. These points seem to 
confirm the author's statement that the air content changes do 
not affect the cavitation inception, at least for the range of air 
contents tested. 

Finally the writer would like to sound a word of warning. 
Both the authors' Fig. 22 and Fig. 1 in the discussion relate 
the cavitation number with Reynolds number. In both cases 
the variation Reynolds number was obtained mainly by flow 
variation and by size variation, but fluid properties varied 
only by a factor of about 2. To ensure that these graphs can be 
generalized, further testing with different liquids is required. 

Author's Closure 

The authors thank Dr. Lichtarowicz for his interesting 
discussion of the paper. Two of the issues he raised have 
already been replied to in the closure to Dr. Cunningham in 
the December 1981 issue. It should be noted, however, that 
the results presented by Dr. Lichtarowicz in his Fig. 1 
corroborate our conclusion that the small residence time for 
the oil in each valve inhibited significant growth of air bubbles 
by gaseous diffusion. He is also correct in his assessment that 
low-intensity cavitation near inception is of no importance in 
oil hydraulic systems. 

The authors agree with Dr. Lichtarowicz that the com­
parison of the ratio of cavitating to non-cavitating energy 
spectra, though a useful method of detecting cavitation in­
ception, may be cumbersome if the proper data acquisition 
system is not available. In this study the ratio could be ob­
tained quickly with the digital signal analyzer. Although the 
authors mainly used spectra for detection of cavitation, on 
occasion tests were conducted by comparing single pressure 
transducer signals in the time domain. A better statistical 
representation results, however, by taking an adequate 
number (say 50) ensemble averages, the results of which can 
be displayed with nearly equal usefulness in (1) the time 
domain, (2) the frequency domain, or (3) by a probability 
density plot. 

Dr. Lichtarowicz has made a valid point in warning that the 
results presented in Fig. 22 and his Fig. 1 were obtained 
mainly in variation in size and flow, and not by a large change 
in fluid properties. Plans are being made, however, to con­
duct tests with the model valve using water, thereby increasing 
the Reynolds number range by more than one order of 
magnitude. Apparently, the cavitation index plotted in his 
Fig. 1 is not based on the definition given by equation (6), but 
rather the definition for a provided in Lichtarowicz and 
Pearce [11]. 
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Internal Fluid Flow: The Fluid Dynamics of Flow on Pipes 
and Ducts, by A. J. Ward-Smith, Oxford University Press, 
1980, 566 pages, $98.00 and Fundamentals of Pipe Flow, by 
Robert P. Benedict, John Wiley & Sons, Inc., 1980, 531 
pages, $39.95. 

Reviewed by Warren M. Hagist 
These two books cover essentially the same subject matter 

(flow of Newtonian fluids in pipes) in approximately the same 
number of pages. Both were written for the practicing 
engineer but both, according to the authors, could be used as 
texts at the senior and graduate levels. 

The book by Ward-Smith, after a 21 page introduction, is 
divided into three parts. The introduction familiarizes the 
reader with some of the general concepts of fluid mechanics: 
physical properties; dimensionless groups; and general 
features of laminar, transitional, and turbulent flows. Part I, 
entitled "Mathematical Foundations," presents in Section A 
the fundamental equations of fluid dynamics and ther­
modynamics in both differential and integral form. Section B 
is a most complete discussion of one-dimensional 
gasdynamics. Part II, entitled "The Fluid Dynamics of the 
Component Parts of System," comprises 60 percent of the 
book. It is a series of sections, each one being a detailed 
discussion of the flow in a particular kind of component of a 
piping system. These sections are very thorough and contain 
not only curves from which the engineer may pick numerical 
values but much theoretical development. Part III, entitled 
"Factors Relating to Over-all Systems Performance," 
discusses pipe networks and the interactions between the 
system operating curve and the pump characteristic. The book 
concludes with an excellent 21 page list of references. 

The book by Benedict is divided into four parts. Part I, 
"Flow of Ideal Fluids in Pipes," presents the fundamental 
equations of compressible and incompressible inviscid flows. 
The equations are presented in both differential and integral 
form with examples of exact and numerical solutions. Part II, 
"Real Fluid Concepts," has three chapters. The first gives a 
brief treatment of boundary layers using integral methods. 
The second is an extensive discussion of the velocity 
distribution for turbulent flow in smooth and rough pipes. 
The third is devoted to the friction factor and the various 
plots that go with it. Part III, entitled "Flow of Real Fluids in 
Pipes," make up 50 percent of the book. This part is divided 
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into five chapters which discuss, in turn: the flow of liquids; 
the flow of gases; the flow of liquid-vapor mixtures; the loss 
through piping components; and the flow through networks. 
The book concludes with Part IV entitled "Thermodynamic 
Measurements in Pipes." Here there are chapters on tem­
perature, pressure, and flow measurement and a concluding 
chapter which treats special techniques such as skin friction 
measurements. In this book there is a list of references at the 
end of each chapter. 

There are some significant differences between the two 
books (price being the one that is first noticed). Benedict's 
book is well-stocked with numerical examples worked out in 
considerable detail. Ward-Smith's book has none. Benedict 
has a chapter on the flow of liquid-vapor mixtures in which he 
discusses the two-phase flashing flow of water and steam. 
Ward-Smith's book is restricted to single phase flows. Ward-
Smith's discussions of flow through components are more 
detailed that Benedict's. As an example, Ward-Smith has a 
twelve page section devoted to flows through branches and 
junctions, while Benedict discusses this topic on four pages, 
most of which are occupied with numerical examples. 
Another example: Ward-Smith's section on pipe bends ex­
tends for 58 pages and is probably the best that has been 
written on the subject. Benedict devotes eight pages, with 
three numerical examples, to the subject. If you need a 
number quickly, go to Benedict. If you have some time and 
want to improve your understanding of flow through bends, 
go to Ward-Smith. Ward-Smith has a very useful (to this 
reviewer anyway) section on losses through gauzes and 
baffles. Benedict does not discuss this at all. 

Benedict includes a few examples using the Hazen-Williams 
formula. Ward-Smith does not do this, and in his preface he 
says, "This approach is inconsistent with the principles of 
dimensional analysis and should now be quitely laid to rest." 
Hurray for Ward-Smith! How frustrating it is, after ex-
trolling the virtues of Reynolds number and other dimen­
sionless parameters, to have the professor in the next course 
say, "Yes, but for real problems we have this handy 
nomograph ". 

Neither of the two books discusses unsteady flows. Both 
books are well-written and have been well-prepared by the 
printers. The many plots are clear and easy to read, but some 
are smaller than one would like. As is usually the case when 
two books like these appear, one should really own both of 
them. 
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